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Abstract 

In recent years, a concept of a dividual is proposed by a Japanese novelist to interact properly with another person. 
To construct a model of the dividual, the degree of cooperation is assigned to the corresponding dividual. By 
introducing the degree of cooperation into a multi-agent system, we evaluate what kind of changes appears in the 
agent behavior. In addition, we propose an action selection method by introducing the degree of cooperation into 
the soft-max method in a multi-agent system. Using the proposed method, we confirm whether the cooperative 
action is promoted or suppressed through computer simulations. 

Keywords: Multi-agent system, Reinforcement leaning, Cooperative action, Dividual, Degree of cooperation. 

1. Introduction 

In recent years, robots such as a cleaning robot and a 
nursing care robot become something familiar to us. In 
the near future, a convivial society is supposed that the 
robots can communicate with each other like a person 
and also they can smoothly cooperate with persons. It is 
supposed that smooth communication between a person 
and a robot can realize by emulating communication 
between persons. 

Nagayuki et al. presented a policy estimation 
method which can estimate the other’s action to be 
taken based on the observed information about the 
other’s action sequence1,2. They successfully applied it 
to the reinforcement Q-learning method3 and showed to 
get effective the other’s policy. Meanwhile, Yokoyama 
et al. proposed an approach to model action decision 
based on the other’s intention according to atypical 
situation such as human-machine interaction4,5. They 
presented three estimation levels of the other’s intention 
and presented a computational model of action decision 

process to solve cooperative tasks through a 
psychological approach. In this context, Kobayashi et al. 
successfully presented an adaptive approach for 
automatically switching the above three estimation 
levels depending on the situation6. 

In the human society, a person act cooperatively by 
taking some kinds of communication such as gesture, 
language, and eye contact. Recently, a concept of a 
dividual is proposed by Hirano to interact properly with 
another person7. At present, by introducing the above 
concept into a multi-agent system8,9,10, we construct a 
model of the dividual to realize cooperative behavior. 

In the present paper, we treat a difference of how to 
interact with another person, which characterizes the 
dividual model. When a self-agent recognized the other 
agent, a dividual is formed in the self-agent. At the same 
time, the degree of cooperation proposed in the present 
paper is assigned to the corresponding dividual. 

By introducing the measure into a multi-agent 
system, we evaluate what kind of changes appears in the 
agent behavior. In addition, in the present paper, we 
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cooperation and the other agent with low degree of 
cooperation, it was shown that the distance between 
agents became gradually low and finally agents arrived 
at the goal. 

In the present paper, the degree of cooperation is 
fixed throughout computer simulations, it is however 
feasible that it is adjustable in the real world. Although 
the degree of cooperation is depends on personal 
appearance and inner face, and also personal condition 
and impression, it is difficult how to adjust it. 

It is supposed that a home robot introducing a 
concept of dividual benefits the elderly and children. 
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