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Abstract—On theory of multisensor state fusion estimation, more research is a single rate synchronization problem, however, it is the multirate asynchronous problem often encountered in practice. Therefore, research on the state fusion estimation of asynchronous multirate multisensor have more practice application value. In this paper, by expand the dimension of the system state and measurements and by dividing them into proper data blocks, the multirate asynchronous sampling system is formalized into a synchronous sampling system with single sampling rate, therefore, by use of Kalman filter and Carlson optimal data fusion criterion, the optimal state fusion estimation in the sense of linear minimum variance is achieved. The experiment of state fusion estimation on radar tracking shows that this algorithm is better than the result of directed Kalman filtering on smallest scale, the estimation error is less than single sensor Kalman filtering. The method can also be used for integrated navigation, signal processing, image processing and many fields.
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I. INTRODUCTION

Information fusion has been widely applied in many military and non-military fields because it has the advantages of improving the reliability and the stability, expanding the space and the time covering scope, and improving scale etc.

On theory of multisensor state fusion estimation, more research is a single rate synchronization, each of the sensors with the same sampling rate and synchronous sampling. However, it is the asynchronous problem often encountered in practice, the sensors with different sampling rate. Therefore, research on the state fusion estimation of asynchronous multirate multisensor have more practice application value.

In the 1989 annual meeting of IEEE control and decision, Willskty first proposed the concept of multiscale system theory[1]. Thus a good platform of multirate multisensor information fusion is provided. Subsequently, Hong proposed multiscale system and multi sensor information fusion theory[2], Wen et al. presented multiscale estimation theory of dynamic systems [3], Cristi and Tummala introduced a multirate, multiresolution, recursive Kalman filter algorithm [4], Chen et al. presented the multirate Kalman comprehensive filtering method[5], multirate filtering estimation algorithm[6] of Andrisani et al., asynchronous data fusion estimation[7] of Alouani et al., all these, have contributed to the research of asynchronous multirate multisensor information fusion.

In this paper, aimed at a multirate multisensor dynamic system, using the model of data block and expand dimension[8], the asynchronous multirate multisensor information fusion in the form into synchronous single rate information fusion, and the use of Kalman filtering and Carlson optimal data fusion criterion[9], achieve multisensor state fusion estimation. The experiment of state fusion estimation on radar tracking shows that this algorithm is better than the result of directed Kalman filtering on smallest scale, the estimation error is less than single sensor Kalman filtering.

The rest of this paper is organized as follows: Section 2 provides a scheme for the multisensor multirate asynchronous sampling. In Section 3, the asynchronous multirate multisensor state fusion estimation algorithm is presented. Section 4 gives some simulation experiment results, and Section 5 concludes the paper.

II. MULTISENSOR MULTIRATE ASYNCHRONOUS SAMPLING

A. Problem formulation

A multisensor linear dynamic system model with N sensors can be described by

\[ x(N, k+1) = A(N, k)x(N, k) + w(N, k) \]  
\[ z(i, k) = C(i, k)x(i, k) + w(i, k), \quad i = 1, 2, \ldots, N \]  

where \( A(N, k) \in \mathbb{R}^{n \times n} \) is the system matrix, \( C(i, k) \in \mathbb{R}^{r \times n} \) is the measurement matrix, \( N \) is the state variable at time \( k \) at the finest scale \( N \), \( w(N, k) \in \mathbb{R}^{n} \) is a white Gaussian noise, which satisfies

\[ E[w(N, k)] = 0 \]  
\[ E[w(N, k)w'(N, j)] = \sigma^2 \delta_{ij} \]  

There are \( N \) sequences of measurements (Eq. (2)) whose sampling rates decrease successively by any positive integers, i.e.,

\[ S_{j+1} = n_j S_j, 1 \leq j \leq N - 1 \]  

where \( n_j \) are known positive integers. \( x(i, k) \) is the \( k \)th state vector at scale \( i \), and \( z(i, k) \in \mathbb{R}^{r \times n} (q_i \leq n) \) is the \( k \)th measurement observed by sensor \( i \) with sampling rate \( S_i \). \( C(i, k) \in \mathbb{R}^{r \times n} \) is the measurement matrix. The
measurement error \( v(i,k) \in \mathbb{R}^{n_x} \) is supposed to be a white Gaussian noise, which satisfies
\[
E[v(i,k)] = 0
\]
(6)
\[
E[v(i,k)v^T(j,l)] = R(i) \delta_{kl} \delta_{il}
\]
(7)
\[
E[w(k)w^T(N,l)] = 0, \quad k, l > 0
\]
(8)
The initial value of the state vector \( x(N,0) \) is a random vector
\[
E[\{x(N,0)\}] = x_0
\]
(9)
\[
E[\{x(N,0) - x_0\}] = P_0
\]
(10)
It is assumed that \( x(N,0) \), \( w(N, k) \) and \( v(i,k) \) are independent of each other. In (2), \( i (1 \leq i \leq N) \) denote sensors as well as scales. Sensor \( N \), which has the highest sampling rate, corresponds to the finest scale, \( i = 1 \) (sensor 1), \( i = 2,3, \ldots, N - 1 \) sampling rate is between 1 and \( N \), \( i = N \) (sensor \( N \)).

An example is depicted in Fig. 1, where three scales are shown. It can be seen that the sampling rates of the sensors change from the highest (scale \( N = 3 \)) to the lowest (scale 1). It is assumed in Fig. 1 that the sampling rates have the ratio \( S_1 : S_2 = 2:1 \) and \( S_1 : S_2 = 3:1 \). \( n_2 = 2 \) and \( n_3 = 3 \).

![Figure 1. Schematic diagram of multisensor asynchronous sampling](image)

If the sensor \( N \) sampling data into data block length is
\( n_1 \cdot n_2 \cdot n_3 \cdot n_{N-1} \), then the length of data blocks in Fig. 1 is \( n_1 \cdot n_2 = 3 \times 2 = 6 \). With the highest sampling rate of the \( N \) sensor is required uniform sampling, the sensor \( i \) \((1 \leq i \leq N - 1)\) can be non-uniform sampling, but in each data block within the same sampling frequency, i.e. different sensors with different sampling rate is asynchronous. How to fusion each sensor observation information, to obtain the optimal state estimation of the maximum sampling rate \( N \), we can use the method of data block model.

**B. Data block and dimension expand model**

According to the linear dynamic system with multirate multisensor asynchronous sampling, literature [8] presented the following data block and the dimension expand model.

Consider the type (1), (2) dynamic system with \( N \) sensor, if \( x(i,k) \) is obtained from the weighted average of adjacent several points in the finest scale, i.e. \( x(i,k) = (1/\bar{M}_i) \sum_{l=0}^{\bar{M}_i-1} x(N,M_{j}^{N-1}l-i) \), \( \bar{M}_i = \prod_{j=i}^{N-1} n_j \), \((i = 1,2,3, N - 1)\), and where \( M_i = \prod_{j=i}^{N-1} n_j \), \( M_{N} = M_{N}^{N-1} \), \( n_0 \Delta 1, n_0 \Delta 1 \), then the data block and dimension expand model at scale \( i \) \((1 \leq i \leq N)\) can be written as

\[
X_{i}(k+1) = A_i(k)X_i(k) + W_i(k)
\]
(11)
\[
Z_i(k) = C_i(k)X_i(k) + V_i(k)
\]
(12)
where

\[
X_i(k) = \begin{bmatrix}
 x(N,(k-1)M + 1) \\
 x(N,(k-1)M + 2) \\
 \vdots \\
 x(N,kM)
\end{bmatrix}
\]
(13)
\[
A_i(k) = \begin{bmatrix}
 0 & 0 & L & A(N,kM) \\
 0 & 0 & L & A(N,kM + 1)A(N,kM) \\
 \vdots & \vdots & \vdots & \vdots \\
 0 & 0 & L & 0
\end{bmatrix}
\]
(14)
\[
Z_i(k) = \begin{bmatrix}
 z(i,(k-1)M_i + 1) \\
 z(i,(k-1)M_i + 2) \\
 \vdots \\
 z(i,kM_i)
\end{bmatrix}
\]
(15)
\[
C_i(k) = \frac{1}{M_i} \text{diag}(C(i,(k-1)M_i + 1)I_{i,1},
\]
(16)
\[
C(i,(k-1)M_i + 2)I_{i,2}, \ldots, C(i,kM_i)I_{i,2})
\]

and where \( I_{i,1} = [I_x^i I_y^i L L_{1}^i] \) is a matrix with \( n \times n \bar{M}_i \) dimensions, which is composed of \( \bar{M}_i \) identity matrices with \( n \) dimensions. \( W_i(k) \) and \( V_i(k) \) are zero-mean, white Gaussian noise sequences satisfying, the covariance respectively for \( Q_i(k) \) and \( R_i(k) \), i.e.

\[
Q_i(k) = B_i(k) \text{diag}(Q(N,kM), Q(N,kM + 1), L),
\]
(17)
\[
R_i(k) = \text{diag}(R(i,(k-1)M_i + 1),
\]
(18)
\[
R(i,(k-1)M_i + 2), \ldots, R(i,kM_i))
\]

By dividing the data, including the state and the measurements etc., into data blocks, the asynchronous multirate sensor dynamic system (1) and (2) transform into (11) and (12) dynamic system of synchronous single rate sensor representation, as a result, the problem is simplified. Proof. see literature [8].

**III. STATE FUSION ESTIMATION ALGORITHM**

**A. Kalman filter on different scales**

The asynchronous multirate sensor dynamic system (1) and (2) transform into (11) and (12) synchronous single rate sensor dynamic system, then Kalman filter on different scales. The specific steps are as follows:

1) Dimension expansion: State variables are expanded dimension processing. According to the formula (13), \( x(N,k) \in \mathbb{R}^{n_x} \) will be converted into \( X_i(k) \in \mathbb{R}^{n_x \times \bar{M}_i} \).
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2) **calculation**: According to equation (14), (15), (16), (17), (18), calculate $A_i(k)$, $Z_i(k)$, $C_i(k)$, $Q_i(k)$, $R_i(k)$, where $i=1,2,3, \ldots, N$.

3) **Kalman filter**: Kalman filtering is performed on the system model (11) and (12) of different observation scales $l$; Kalman recursive filtering algorithm is as follows

   a) **Initialization**: Set the initial value $\hat{X}_0(0|0)$, $P_0(0|0)$.

   b) **Forecast**:
   $\hat{X}_{n,j}(k+1|k) = A_j(k)\hat{X}_{n,j}(k|k)$  \hspace{1cm} (20)

   c) **Calculation of the residual sequence**:
   $y_{i,j}(k+1) = Z_i(k)(k+1) - C_i(k)\hat{X}_{n,i}(k|k)$  \hspace{1cm} (21)

   d) **Calculation of the prediction error covariance matrix**:
   $P_N(k+1|k) = A_j(k)P_N(k|k)A_j(k) + Q_j(k)$  \hspace{1cm} (22)

   e) **Calculation of the gain matrix**:
   $K_j(k+1) = P_N(k+1|k)C_j(k)C_j(k) + R_j(k))^{-1}$  \hspace{1cm} (23)

   f) **Computation of the state estimation error covariance matrix**:
   $P_N(k+1|k+1) = P_N(k+1|k)$
   $-K_j(k+1)C_j(k)P_N(k|k+1)$  \hspace{1cm} (24)

   g) **To update**:
   $\hat{X}_{n,i}(k+1|k+1) = \hat{X}_{n,i}(k+1|k) + K_j(k+1)y_{i,j}(k+1)$  \hspace{1cm} (25)

   Finally, make $k = k + 1$, repeat the above steps.

B. **Optimal state fusion criterion**

In 1990 Carlson proposed an optimal state fusion criterion\[^9\]. For $i=1,2,3, \ldots, N$, suppose that $\hat{X}_{n,i}(k|k)$ and $P_{n,i}(k|k)$ are the state estimates and the estimation error covariance matrices of $X_n(k)$ by Kalman filtering based on model (11) and (12) respectively, which are independent of each other, then $X_n(k)$ optimal fused estimate in the sense of linear minimum covariance is given by

$$\hat{X}_n(k|k) = \sum_{i=1}^{N} \alpha_i \hat{X}_{n,i}(k|k)$$  \hspace{1cm} (26)

where

$$\alpha_i = \frac{P_{n,i}^{-1}(k|k)}{\sum_{j=1}^{N} P_{n,i}^{-1}(k|k)}$$  \hspace{1cm} (27)

and the corresponding estimation error covariance matrix is

$$P_n(k|k) = \sum_{i=1}^{N} P_{n,i}^{-1}(k|k)$$  \hspace{1cm} (28)

In addition, it can be proof

$$P_n(k|k) \leq P_{n,i}(k|k) \quad (i=1,2,3, \ldots, N)$$  \hspace{1cm} (29)

**Fig. 2 shows the flowchart of the state fusion estimation algorithm based on model (11) and (12).**

**IV. STATE FUSION ESTIMATION SIMULATION EXPERIMENT**

Constant acceleration model of radar tracking with 3 sensors is considered\[^10\], the discrete state equation as follows

$$x(t+1) = \begin{bmatrix} 1 & T & T^2/2 \\ 0 & 1 & T \\ 0 & 0 & 1 \end{bmatrix} x(t) + v(t)$$  \hspace{1cm} (30)

$$z(i,t) = C(i,t)x(i,t) + v(i,t), \quad i=1,2,3$$  \hspace{1cm} (31)

where $T$ is the sampling period. The state vector $x(t) = [s(t) \ \dot{s}(t) \ \ddot{s}(t)]^T$, where $s(t)$, $\dot{s}(t)$ and $\ddot{s}(t)$ are the position, velocity and acceleration, respectively, of the target at time $t$. $z(i,t)$ is the measurements of three sensors, which observe the position, the velocity and acceleration, respectively, i.e. $C(1) = [1 \ 0 \ 0]\$, $C(2) = [0 \ 1 \ 0]\$, $C(3) = [0 \ 0 \ 1]$. $v(i,t)$ are zero-mean white Gaussian noises with variances $R(i)$, and are independent of white Gaussian noises $v(t)$ with zero-mean and variances $Q$. Our objective now is to obtain the best estimate of the target $x(t)$ by fusing the information from three sensors. In the simulation, setting $T = 0.01s$, $Q = 0.1$, $R(3) = 2\$, $R(2) = 1\$, $R(1) = 0.1\$. The values are $x(0) = [0.010 10^{10}]$ and $P_0 = 0.1 \cdot I_i$. The sampling ratio between the different sensors are $S_1 : S_2 = 2 : 1$ and $S_2 : S_3 = 3 : 1$, as shown in Fig.1.

The fine scale sensor sampling 600, the mean statistics of 10 times Monte Carlo simulation estimation error absolute value are shown in Table 1. We can see from Table 1, comprehensive estimation error of 3 sensor fusion is the smallest.

**TABLE 1. Comparison between the mean of the estimation error**

<table>
<thead>
<tr>
<th>sensor</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>3 sensor fusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s(t)$</td>
<td>0.1464</td>
<td>2.1867</td>
<td>6.1786</td>
<td>0.1437</td>
</tr>
<tr>
<td>$\dot{s}(t)$</td>
<td>0.9672</td>
<td>0.1403</td>
<td>1.5071</td>
<td>0.1383</td>
</tr>
<tr>
<td>$\ddot{s}(t)$</td>
<td>0.7791</td>
<td>0.7379</td>
<td>0.1095</td>
<td>0.1141</td>
</tr>
<tr>
<td>comprehensive estimation error</td>
<td>0.6309</td>
<td>1.0216</td>
<td>2.5984</td>
<td>0.1320</td>
</tr>
</tbody>
</table>
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The first sensor state estimation curve is shown in Fig. 3, the second sensor state estimation curve is shown in Fig. 4, the third sensor state estimation curve is shown in Fig. 5, the 3 sensor state fusion estimation curve is shown in Fig. 6. If you carefully observe these state estimation curves, then the single sensor state estimation curve are not very good, Fig. 3 on the velocity and acceleration tracking is not very good, Fig. 4 on the position and acceleration tracking is not very good, Fig. 5 on the position and speed tracking is not very good, only Fig. 6 of the position, velocity and acceleration tracking are good. Thus, compared with the single sensor Kalman filter result, 3 sensor fusion estimation values are more close to the target signal, so as to prove the validity of this algorithm.

V. CONCLUSIONS

Information fusion technology can improve system reliability and stability, state fusion estimation is one of the research focus. This paper, in the known state equation (most fine scale) and the observation equation (various scale) under the condition of, application of data block and dimension expand model, application of Kalman filter and the optimal state fusion criterion, realize the asynchronous multirate sensor state fusion estimation. Simulation results show the tracking radar system, obtained the 3 sensor information fusion state estimation error is smaller than the estimation error of using any single sensor, so this method is very effective. The method can also be used for integrated navigation, signal processing, image processing, fault detection, fault tolerant control and many fields.
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