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Abstract

In the field of informetrics, agents are often rep-
resented by numeric sequences of non necessarily
conforming lengths. There are numerous aggrega-
tion techniques of such sequences, e.g., the g-index,
the h-index, that may be used to compare the out-
put of pairs of agents. In this paper we address a
question whether such impact indices may be used
to model experts’ preferences accurately.
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1. Introduction

Nowadays massive amounts of data are produced
causing their users to suffer from so-called informa-
tion overload. There is a need to accurately measure
and retrieve relevant content using tools carefully
tailored for this purpose. This is one of the goals
in a field of informetrics that deals with measurable
aspects of information processes.

In this paper we employ different tools for eval-
uation of so-called producers to model experts’
preferences presented in questionnaire data which
is an exemplary instance of the Producer Assess-
ment Problem (PAP), cf. e.g. [1], which we shall
now define. Let a set of k producers be given,
P = {pi1,...,pr}. Each of the producers, say, ith,
outputs certain finite number of products n;. Fur-
ther on, each of the products is given some qual-
itative rating, x; for the jth product. Hence we
may associate a producer with its output vector

oaW) e =Y o, I7 with ele-
ments in I = [0,00). We note that the number of
supplied products may vary from producer to pro-
ducer. The goal of PAP is to design tools for evalu-
ation of their outputs or their ranking with respect
to the quality of products they supply as well as
their productivity.

The main goal of this study is to validate the
hypothesis that certain standard impact functions
may efficiently be used to compress (project) infor-
mation included in an exemplary instance of PAP.
To this end, we employ different prediction models
which are estimated via two different approaches.

x® = (aff
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Firstly, the prediction models are directly trained
on raw inputs. The problem with such an approach
is that the data has many variables, which are ad-
ditionally highly correlated. Secondly, we extract
certain features from output vectors and basing on
these features we train several prediction models.
We also present insights from an online survey data.

The paper is structured as follows. In Section 2
we present how the data for an online survey was
generated and evaluated by the participants. In Sec-
tion 3 we discuss certain properties of the gathered
dataset emphasising the difference between ques-
tionnaire participants’ responses. In Section 4 we
proceed with the validation of the main hypothe-
sis of our study — we verify the relevance of certain
tools. Finally, Section 5 concludes the work.

2. Online questionnaire design

In this section we present the design of our online
survey in an exemplary instance of PAP. The data
collected via the questionnaire are the basis for our
analysis in further parts of the paper. Our goal is to
study the individual preferences of the participants
(which we refer as to experts).

2.1. Data generating process

To create the dataset for the analysis we generated
artificial data for PAP. A set of exemplary output
vectors x(9), i =1,2,...,200 were sampled accord-
ing to the following algorithm:

e generate the number of products (the length n;
of the vector x(V) from the Poisson distribution
with expectation of 20, increased by 1 so as to
assure that the generated number is positive:

n; ~ Poisson(20) + 1

e generate the jth coordinate of a vector x(9) in-
dependently from a truncated Pareto distribu-
tion with scale parameter equal to 1 and shape
parameter o drawn from the uniform distribu-
tion on interval [1,2]:

x§,i) ~ max{ | Pareto(1,)],50}

with
a~ U([1,2]).



The probability density function of a Pareto distri-
bution is given by

fly) =

(67

yotl Liy>1y-

Each sampled coordinate was truncated at 50 in
order to make the comparison of outputs on a graph
display possible. This value was chosen by visual
inspection of a few sample plots. A sample question
from the questionnaire is presented in Figure 11.
The coordinates of output vectors were sorted in a
nonincreasing order which is a standard operation
applied to informetric data [1] — the order in which
the products appear is not taken into account.

20

15
=
3
<}
S 10
5
B
o L
0
1 3 6 7 % 1M 13 15 17 19 21 23 25 27
2 4 6 8 10 12 14 16 18 20 22 24 26 28
Consecutive Product Units
Figure 1: Sample comparison for two output vectors.

The choice of probability distributions is moti-
vated by literature, cf. e.g. [2, 3, 4]. Intuitively, the
length of vector x(*) serves as a proxy for a pro-
ducer’s productivity. On the other hand, the lower
the value of parameter « the higher the probability
that a producer delivers high quality products.

2.2. Questionnaire

In total, 32 participants who took part in the on-
line survey provided at least 100 answers each (re-
sponses by experts with fewer answers were disre-
garded). In each iteration, an expert was asked to
indicate his/her preference toward one of the out-
puts presented at the same plot. Possible answers
were:

e —2 or 2 indicating strong preference toward ei-
ther of the options,

e —1 or 1 indicating weak preference,

e ( representing indifference, and

e x representing incomparability relation.

Participation in the survey was rewarded with a
small prize (sweets or money). The survey was car-
ried out among PhD students in Information Tech-
nology as well as at a social network website among
the authors’ friends. The frequencies of answers are
presented in Table 1. In total, 5330 answers were
collected.

We also performed a sanity check for reliability
of participants’ answers by providing randomly a

IThe questionnaire is available online at

http://lasek.rexamine.com/questionnaire/.
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Table 1: The answers in the questionnaire and their

associated counts.
Answer -2

Count 921

-1 0 1 2 T
1180 696 1168 1044 321

small fraction of repeated questions and by deliver-
ing questions in which the preference toward one of
the option was fairly obvious (i.e., one of the output
vectors dominated the other in terms of the prefer-
ence relation discussed in Section 3.1 below). In
general, the participants appeared to reveal truth-
ful preferences and credible answers.

3. Insights from the questionnaire data

In the following sections we discuss certain aggrega-
tion operators and their use to model experts’ pref-
erences. We also show how certain class of indexes
(more precisely, a generalized h-index) can be tai-
lored to a specific dataset and present some findings
on the questionnaire data.

3.1. Interrelation of features and response
variable

First of all, let us study how different tools for ag-
gregating producers’ output vectors are associated
with given comparison outcomes. The idea is that
these aggregation operators, mapping a vector of
arbitrary length to a single number, should capture
the quality and quantity of a producer’s output. As-
sume we are given a vector

X = (x1,$2,...,$n),

where the coordinates (product qualities) are sorted
in a nonincreasing order, r; > x3 > .-+ > Iy,.
A producer output may be characterized by a num-
ber of indicators about his/her productivity as well
as quality of supplied products. We decided to use
the following popular aggregation operators:

mean quality of a product x = % 2?21 x;,
sum of all qualities X(x) = >, @y,

maximal quality of a product 1,

number of products n, ‘

Egghe’s g-index ig = max{i : Y5, ; > i*}
[5],

Hirsch’s h-index ig = max{i : z; > i} [6],

e Woeninger’s w-index iy = max{i : z; > i —
j+1lforall j=1,...,i} [7]

Apart from the first measure, X, the above opera-
tors are instances of the so-called impact functions
studied in e.g. [1]: they are monotone with respect
to each element and with respect to the vector’s
length. For a compared pair of producers with in-
dicated preference (a single answer in the question-
naire) we construct an explanatory variable (fea-
ture) as the difference in valuation of a particular



function for the two output vectors (the valuation
for the second one minus the first one).

Moreover, we also used the valuation of the fuzzy
preference relation studied in [8]: for two output
vectors x and y, the membership function of fuzzy
preference relation x « y is given by

A
’ 0.5 otherwise,

where 7., = >, -max{x @ — y@),0} (for a vector x
of length n we put x,, = 0 for m > n). This re-
lation is additive reciprocal (or probabilistic), i.e.,
p(x,y) + p(y,x) = 1 for all pairs x,y. It is also
fuzzy transitive (under Lukasiewicz T-norm [9]). It
is a fuzzy preference relation in the sense studied
by, e.g., Tanino [10]. It is designed to measure pref-
erence in pairwise comparison with some degree of
uncertainty.

In the next two subsections we discuss the asso-
ciation strength between the proposed features and
the response variable.

3.1.1. Modeling individual experts’ preference
profiles

In order to analyze the dependencies between the
proposed measures of quality together with produc-
tivity and the response variable, we use ordinal lo-
gistic regression model [11]. Let us briefly recall the
model here. Let l1,ls,...,l; be given labels and
21,%2,...,%p be explanatory variables. We assume
that labels are ordered, i.e., a total order on the set
of labels is given, Iy < lo < --- < [ (for example,
good < better < the best). According to the model,
there is latent variable x* which follows the logis-
tic distribution with scale parameter equal to 1 and
the mean value modeled by a linear combination of
response variables

E(LL'*) = Blzl + ﬁQZl + -+ ﬁpzp

and we assume that the value of variable x* is known
only up to an interval associated with some label,

ll if a* S aq,
label — lg if z* € (041, 042],

Ik if 2% > Ap—1,

where 8;, 1 = 1,2,...,pand oy, i = 1,2,...,k— 1
are the model parameters that we want to estimate.
Denoting 1, = 121 + B221 + - - + Bpzp, the prob-
abilities of an instance being assigned a particular
label are given as

1

P(label = ll) = m,

1

P(label = 1) =1 — 1+ ek 1tna
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and for i = 2,3,...,k — 1 we have

1 1
P(label = ;) = 1+ e @ithz |4 e i-itpz’

The model is estimated using the maximum likeli-
hood principle. In our study, to impose the symme-
try of the output relation, thresholds levels «;, ¢ =
1,2,..,4 were restricted to be symmetric around 0.

We use an ordered logistic regression model to
analyse the association between the response vari-
able and the discussed aggregation functions. In
this part, we skipped the Egghe’s g-index as it was
too highly correlated with both the sum (3(x))
and the mean quality (x) of the outputs, with over
0= 0.9 (in terms of the Spearman correlation coef-
ficient).

As a preprocessing step in the model estimation,
we standardized the features so that they are of
mean 0 and have standard deviation equal to 1. At
first, we ran the model for five experts (in columns)
with the largest number of provided answers. Ta-
ble 2 presents the results of applying the estimation
procedure. We assume here and throughout the pa-
per the significance level of 0.05. Statistically sig-
nificant estimates are denoted with *. The variable
names are as discussed above and F'P stands for the
valuation of fuzzy preference relation.

Table 2: Results of models estimation (coefficients
B) for five experts with the highest number of an-
swers.

1 2 3 4 5
X 1.375*  0.003  1.666 1.409 0.817
1 1.546* 0.624* 0.743 -1.861* -1.083*
¥(x) 0716 1.451* 1.122  3.359*  3.286*
n 0.444  0.427 1.243* -1.697" -0.911
TH -0.03  -0.151 0.202 -0.279  -0.361
iw  0.506* 0.935* 0.602  0.925*  1.508*
FP  0.839* 0.434* 0.899* 0.636" 0.243

Table 2 reveals that there is a considerable vari-
ability between experts’ preference profiles. The
magnitude of the estimated coefficients in columns
show which indexes are more important than the
other ones for particular users. In general, the sign
of the estimated coefficients is in line with intuition
— a positive value means that the higher the value
of difference in certain aggregation functions, the
stronger the preference toward the second one of
the two compared output vectors. Notably, in case
of the fourth expert we obtain significant, negative
estimates of coefficients associated with variables z;
(maximal quality) and n (length of x). We also note
that the h-index, iy, turns out to be insignificant.
However, as the variables are correlated to a certain
extent, one should be careful when drawing conclu-
sions from the models.



8.1.2. Owerall analysis

In this part we present the result of model estima-
tion for all the answers (all the experts altogether)
in Table 3.

Table 3: Results of model estimation for all answers
in the data set.

Estimate Std. error z-value p-value

X 0.386* 0.141 2.747 0.006

1 0.521* 0.089 5.861 0
Y(x) 1.179* 0.158 7.468 0

n -0.136 0.082 -1.654 0.098

TH -0.059 0.053 -1.118 0.264
iw 0.637* 0.059 10.749 0
FP 0.568* 0.053 10.694 0

We note that the sign of the estimated coefficients
is in line with intuition. In the case of h-index and
vector length n we obtain negative estimates, how-
ever, they are insignificant. We may conclude that
in overall, as n can be viewed as a proxy for produc-
tivity, there is rather an emphasis on quality rather
than productivity in the evaluation process by ex-
perts. The sum of qualities over all products can
be viewed as the best indicator for performance of
a producer in pairwise comparisons — the changes of
preferences are most significantly influenced by the
changes in this quantity.

3.2. Parameter optimization for a certain
class of scientific impact indexes

The functions that we used to extract information
from data are just examples of a broad class of so-
called impact functions. One of the most famous
examples of such aggregation operators is the dis-
cussed Hirsch h-index. This impact function can
be generalized as follows. For an output vector
x = (x1,Z2,...,x,) let us define h. as

he(x) =max{i =0,1,....,n:cx; >i}.

In a standard setup we have ¢ = 1. Using ques-
tionnaire data we may tailor the parametrized class
of impact indices to a specific expert’s preferences.
Figure 2 presents an example of computation of A,
for different values of parameter ¢ and an output
vector x = (10,9,8,5,4,4,3,1). The parameter ¢
serves as a kind of a trade-off between quality and
productivity. The higher its value, the more em-
phasis is placed on productivity (more precisely, the
number of positive elements in a sequence). On the
other hand, the lower the value of ¢, the higher qual-
ity of the first output value (x1) in a vector x is
necessary to increase the value h.(x).

Given a specific dataset, as the one obtained from
our online questionnaire, we may ask what is the
optimal value of the parameter ¢ for individual ex-
perts. To this end, we estimate the ordinal logistic
regression model for a single variable as the differ-
ence in the h.-indexes. We find the optimal value of
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Figure 2: Computation of h. for three different val-
ues of c. We have hg5 =3, hy =4 and hy = 6.

parameter ¢ along with the associated § coefficient
in the model by the maximum likelihood method.
The results are presented in Figure 3.
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Figure 3: Plot of estimated value of parameter ¢ (z-
axis) against associated coefficient 8 (y-axis) along
with regression line presenting linear relationship
between the two quantities. Only statistically sig-
nificant estimates are presented (27 points).

The figure demonstrates that the lower the esti-
mates ¢(¥), the greater the magnitude of the esti-
mated coefficient 8 (y-axis). This may further in-
dicate that the emphasis in the evaluation process
was put on items’ quality.

4. Learning the preference relation

The next step of the analysis is the verification of
a hypothesis whether extracting features from data



based on existing aggregation operators is more ef-
fective an approach than supplying the data in an
unprocessed manner. Each producer output is given
as a vector of arbitrary length. To compare vectors
we employ two approaches:

e compare vectors on each coordinate and equal-
ize their lengths by padding the shorter one
with zeros (i.e. consider first few greatest val-
ues of the vectors), and

e extract certain features of output vectors (as
discussed in Section 3).

In order to validate which approach yields better
results, we train several prediction models and ex-
amine their predictive accuracy. Under consecutive
headings we describe the prediction models used,
the evaluation metrics employed and the steps taken
to extract features from data and finally we report
the results.

4.1. Prediction models

In the numerical experiments, we used several mod-
els: ordered logistic regression (OLR), k-Nearest
Neighbors (KNN) and the Random Forest (RF) clas-
sifier [12, 13] and their implementations [14, 15, 16]
in the R language [17]. We use the kNN version of
the model for ordinal data [18] as the response vari-
able has natural ordering. We also experimented
with the technique for dealing with such kind of re-
sponse variables suggested by Frank and Hall [19]
for RF model. However, this approach did not im-
prove the results in our case.

4.2. Evaluation metrics

To compare different models we employ several ac-
curacy metrics. First, let us introduce some nota-
tion. For ith instance in the data set (a pair of com-
pared output vectors), i = 1,2,..., N, its associated
true label is denoted by 1§”, t e {-2,-1,0,1,2}.
Further, let a given model assign probability ]P’(l,(;))
to label Iy, k = —2,—1,...,2. A decision made by
classifier is to assign a label according to the rule
l;(,i) = argmaxy, IP’(Z,(;)).

Below we describe evaluation metrics used in our
study.

Misclassification rate

Misclassification rate is the basic evaluation mea-
sure and equals to the proportion of incorrectly clas-
sified instances

N
. 1
Misscl = N Z; ]]-{lii)7$[§2i)}'

Average distance between ranks

The next evaluation metric is based on the distance
between the true and predicted label, d(lgz), l,(f)). In
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our setting, we use

(1,150 = [t - pl,

t '

Other choices for the distance metric are possible.
Average distance between ranks is calculated as

N
; 1 (1) 7()
AvgDist = N ;:1 d(ly”, 1)

Rank probability score

Rank probability score is calculated as rescaled,
squared L2 distance between the estimated and ob-
served cumulative distribution function for ordered
labels. Let F() denote estimated distribution func-
tion for probability of given labels for ith instance

J
FOG) = 37 B,
k=-2

with j = =2,
derived as

LS~ (pgs _ pi )
Rpszm; _ZQ(F () - FOG))

j —

—1,...,2. Rank probability score is

where F()(j) =1 for j >t and 0 otherwise for an
instance with true label lil).

Concordance index (C-index)

The last evaluation metric we discuss is the con-
cordance index. This statistics is defined for every
usable pair of compared objects. A pair is usable
when a preference toward either of the option was
indicated (they are not classified as indifferent nei-
ther incomparable). A usable pair is said to be con-
cordant if the predicted and the true label indicate
the preference in the same direction, i.e., for an in-
stance labelled with I; or ls we have l;, € {ly, 12}
Let number of usable pairs be equal M. Formally,
the concordance index is defined as

1
C= M Z ]]'{lgi), [1()1) concordant}+O'5.]]'{l}()i)20}'

i 190

The second component of the sum is a correction
introduced for predictions in which two compared
output vectors are considered equal by an expert.
Misclassification is a standard metric to evaluate
efficacy of a model [12]. However, we note that this
measure does not take into account the ordering of
responses. In particular, for an instance with true
label [, the misclassification error is the same re-
gardless the object is classified as I; or [_5. The
other discussed metrics address this issue. Aver-
age distance between ranks is a measure adapted
from [20]. This error measure could be further re-
fined by applying other rank distance functions. For
example, for a heavier cost for misclassifying, e.g.,



label l5 with [_5. Rank probability score has been
widely used for evaluation of ordinal responses, e.g.,
in weather forecasting [21] or match outcome predic-
tion in association football [22]. The last proposed
measure - the concordance index - has been used
to evaluate forecasts in medical research [23, 24, 25]
and also adopted for evaluation of models in the
field of preference learning [26].

4.3. Experiment setup

In our experiments we use only examples for which
a level of preference was indicated (we disregard
321 samples labelled with ‘z”). First of all, we
split the data into two sets: training and test set
in proportion 80:20. Parameter optimization (for
ENN model) and feature selection for the models
was done using 10-fold crossvalidation on the train-
ing set. The models were trained for every expert
(questionnaire respondent) separately.

4.3.1. Feature extraction

To describe output vectors we use several tools to
extract their characteristics as discussed in Section
2. Next, we create a feature which is a difference of
the value of the value of a specific function for the
two producers. The features were scaled to be 0 in
mean and have standard deviation equal 1. As far
as the second approach is considered, for a training
set consisting of pair of compared output the follow-
ing procedure is employed. First of all, we find the
maximal length of an output vector in the training
set nmax. Next, each vector is equalized in length
according to nmax. For a pair of compared vectors
we take differences in corresponding coordinates as
features to train the model. If in a test set (or, a fold
in crossvalidation) we encounter a vector of length
> Nmax We truncate in to npax.

4.3.2. Feature selection

Random Forest model has an inherent method for
selecting relevant features. The parameters of the
model were set to default values in R package [14].
Such an approach is valid as long as we focus on
comparison of model performance for different fea-
tures as in the working hypothesis of our paper. As
feature selection procedure (indexes) for the ordinal
logistic regression and k-Nearest Neighbor classifier
we employ the following algorithm. First, we esti-
mate each model based on single feature. We order
the features according to average distance between
the target and the predicted label (AvgDist evalua-
tion metric). Next, we build a model based on the
first two the best performing features, first three the
best performing features, and so forth. As far as the
second approach is concerned, based of pairwise dif-
ferences in order statistics, we estimate the model
for first m elements of vectors, m = 1,2,..., Nmax,
and choose the optimal value of m. In this way,
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we assume that first order statistics are more im-
portant. This view is motivated by the observation
that the evaluation process was more focused on
quality as discussed in Section 3.

In case of kNN classifier, the feature selection pro-
cedure was carried out for different values of k rang-
ing from 5 to 30 with a step size of 5. In this way,
the optimal number of neighbors was selected along
with relevant attributes.

4.8.3. Feature importance evaluation

From the described feature selection procedure we
derive a ranking of most important features for clas-
sification based on their predictive capabilities. For
OLR model and different versions of ANN model
(for various values of parameter k) we calculated
how many times a given feature was selected during
training procedure for different users. In this way,
we obtain that the most important for classification
are: 1. i¢ (picked 42 times), 2. ¥£(x) (30), 3. x (27),
4. z1 (16) and 5. FP (15). For RF model we ob-
tain feature importance measure (a ranking based
on mean decrease in accuracy of classification) dur-
ing model training [14]. In case of this model we
derived ranking of features based on individual im-
portance rankings for 32 participants by, e.g., Borda
count, a method for ranking lists aggregation [27].
We obtain the following ranking of features: 1. FP,
2.ig, 3. 2(x),4. %, 5. 21, 6.n, 7. iy and 8. igy. The
results of feature importance evaluation for different
models appear to be consistent.

The results of our experiment are presented in
the next section for a test set of size 1001 compared
pairs.

4.4. Experiment results

Table 4 presents the best performing models. In or-
der to have all evaluation metrics expressed as error
measures, in the table we report 1 — C rather than
concordance index value C'. We denote this met-
ric with C’. In this way, for each of the evaluation
metrics the lower its value the better the predictive
power of a given model.

The models are trained using two approaches:
based on features extracted from indexes (denoted
with subscript ¢) and based on coordinatewise dif-
ferences in output vectors (c¢). For each model
M, M € {OLR, kNN, RF} and each error metric
E, E € {Misscl, AvgDist, RPS, C}, we performed
paired Wilcoxon test to investigate whether mean
error estimates of E for M; and M, differ signifi-
cantly (at 0.05 significance level). If they do, the
significantly higher mean are marked with .

To provide context for the reported numbers we
also include in comparison evaluation statistics for
a benchmark model in which every class is assigned
equal probability of 0.2 and taking the predicted
label to be lff) = 0 for every instance 1.



Table 4: Results of classification.

Misscl  AvgDist  RPS C’

OLR; 0.409 0.465 0.086 0.08
OLR. 0.394 0.454 0.082*  0.075
kKNN; 0.401* 0.457*  0.085" 0.083*
kKNN. 0.453 0.548 0.099 0.122

RF; 0.385* 0.452*  0.076* 0.078

RF. 0.434 0.537 0.094  0.092
Equal  0.865 1.255 0.202 0.5

In case of kNN and RF model, based on the test
results, we see that the models trained on indexes
perform better. A worse performance of “the coor-
dinatewise” approach may be due to noise contained
in the data or high correlations between consecutive
elements of output vectors. Only in case of OLR
model and RPS error metric this approach turned
out to yield worse results. We claim that the stud-
ied indexes are effective in compressing information
contained in data. With the use of a few numbers
we can effectively describe a vector of length 21 (on
average; according to our data generating process
described in Section 2). Therefore, the main hy-
pothesis of our paper if verified positively.

5. Discussion

In this paper we studied the efficacy of certain ag-
gregation operators used in, among others, infor-
metrics. By designing an online survey within the
framework of the Producer Assessment Problem, we
collected preference data toward pairs of presented
numeric sequences. We studied the difference in
evaluation process among producers and presented
an example of how to tailor a parametrized class
of impact indexes to a specific expert’s preferences.
We observed that the emphasis was put on quality
rather than productivity in the revealed preferences.
The main goal of the paper was to evaluate certain
aggregation operators and test whether they extract
information from output vectors effectively. Based
on good performance of several prediction models
estimated with the use of these operators’ valua-
tions on input data, we claim that several tools
proved to be effective in this task. Among the best
performing aggregation tools in our experiment we
identified Egghe’s g-index i¢, sum of product qual-
ities ¥(x), the fuzzy preference relation F'P, mean
quality of a product X and the maximal quality of
a product x7.
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