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Abstract

This paper presents an automatic method to design interval type-2 fuzzy systems for load forecasting applications using a memetic algorithm. This hybridisation of a variable-length genetic algorithm and a gradient descent method allows for concurrent learning of the system’s parameters and structure in a versatile fashion. Results are presented addressing chaotic system and market-level one-day-ahead load forecasting.
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1. Introduction

Accurate one-day-ahead one-hour-resolution on country/market level load forecasting is a key input for economic and secure power systems operation [1, 2]. Many are the tasks that require a precise determination of the future load demand (e.g. unit commitment or economic dispatch, among others). However, as short- and medium-term load behaviour are non-linear and influenced by many factors, forecasting still is a challenging task.

From the several methods which have been proposed in literature for load forecasting [3], two categories can be distinguished: traditional and artificial intelligence methods. The former are restricted by their linearity, although they are significantly more efficient in terms of computation costs. The latter, mainly neural networks and fuzzy systems. Their suitability to forecasting can be explained by the fact that both are universal approximators and can express non-linear relationships. However, despite the fact that there are no consistent comparative results which indicate their supremacy over traditional methods [4], AI-based approaches are considered a suitable approach to load prediction [5].

In [6] a electricity-domain comparative study was performed indicating that interval type-2 fuzzy systems [7] outperform type-1 fuzzy systems and neural networks in terms of generalisation power and forecasting error. Hence, from the AI-based options, interval type-2 fuzzy systems seem to be a suitable candidate. Interval type-2 fuzzy systems performance relies on their capability to handle imprecise information. This is achieved through the use of “non-crisp” fuzzy sets rather than “crisp” and totally precise as in type-1 fuzzy systems. Furthermore, due to the lower trade-off between modelling accuracy and interpretability in interval type-2 fuzzy systems, a smaller rule-base and fewer number of fuzzy sets to define the universe of discourse can be used [7].

Nevertheless, in interval type-2 fuzzy systems, as in type-1 fuzzy systems, model identification is an important yet challenging problem especially when the number of inputs increases [8, 9]. Structure identification and parameter determination are the main two interwoven tasks to be completed. The first involves variable selection, rule generation, including input space partitioning and membership function specification, and ruleset optimisation. The latter, mainly involves fine-tuning the membership functions which describe rule antecedents and consequents.

Genetic algorithms [10], stochastic search algorithms based on biological principles, are widely used for this purpose [11]. Although, these approaches mainly utilise a fixed-length coding scheme (i.e. a fixed number of rules with a fixed number of inputs and fuzzy sets per rule) which limits their applicability. By employing a variable-length approach inspired by messy coding [12], a flexible fuzzy system representation can be obtained which allows for a variable number of rules, inputs and
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Figure 1: Variability of normalised load demand over 24 hours in the Australian electricity market (Victorian region) on May 2010. Maximum spread is shaded in grey, the median is depicted with a red solid line, whilst the black dotted ones represent the 10th and 90th percentiles. The sample has 1 hour resolution.
fuzzy sets [13]. However, despite the apparent suitability of genetic algorithms to effectively achieve accurate solutions, there is a gap for improvement. Parameter fine-tuning is still challenging given the unbounded size of the search space even if type-2 fuzzy systems allow for imprecision in their fuzzy set definition [7]. As consequence, a gradient descent method is here embedded to improve accuracy and speed up the learning process. Therefore, this hybridisation of global/local learning, denoted as memetic learning [14, 15], allows for finding a suitable predictor which accurately models the data as shown in Figure 2. The prime notation on \( \mu \) is dropped and refer to as a secondary membership function; it is a type-1 fuzzy set.

**2. Type-2 Fuzzy Sets**

A type-2 fuzzy set [7], denoted by \( \tilde{F} \) is characterised by a type-2 membership function \( \mu_F(x,u) \), where \( x \in X, u \in J_x \subseteq [0,1] \) respectively, i.e.

\[
\tilde{F} = \{(x,u), \mu_F(x,u) \} \mid \forall x \in X, \\
\forall u \in J_x \subseteq [0,1] \tag{1}
\]

in which \( 0 \leq \mu_F(x,u) \leq 1 \). \( \tilde{F} \) can also be expressed as [7]:

\[
\tilde{F} = \int_{x \in X} \int_{u \in J_x} \mu_F(x,u)/(u) \ J_x \subseteq [0,1] \tag{2}
\]

where \( \int \int \) denotes union over all admissible \( x \) and \( u \) [7].

\( J_x \) is called primary membership of \( x \), where \( J_x \subseteq [0,1] \) for \( \forall x \in X \) [7]. The uncertainty in the primary memberships of a type-2 fuzzy set \( \tilde{F} \) consists of a bounded region called footprint of uncertainty (FOU) defined by the union of all primary memberships [7].

\[
\text{FOU}(\tilde{F}) = \bigcup_{x \in X} J_x \tag{3}
\]

At each value of \( x \), say \( x = x' \), the 2D plane whose axes are \( u \) and \( \mu_F(x,u) \) is called a vertical slice of \( \mu_F(x,u) \). A secondary membership function is a vertical slice of \( \mu_F(x,u) \). It is \( \mu_F(x = x',u) \) for \( x' \in X \) and \( \forall u \in J_x \subseteq [0,1] \) [7] i.e.,

\[
\mu_F(x = x',u) \equiv \mu_F(x) \tag{4}
\]

in which \( 0 \leq f_x(u)/u \leq 1 \). Because \( \forall x' \in X \), the prime notation on \( \mu_F(x') \) is dropped and refer to as a secondary membership function; it is a type-1 fuzzy set which is also referred to as secondary set [7].

However, due to its complexity, here like in almost all real applications of type-2 fuzzy sets [16] a special case of type-2 fuzzy sets are used to avoid implementation obstacles referred to as interval type-2 fuzzy sets, where \( f_x(u) = 1, \forall u \in J_x \subseteq [0,1] \) [7] and where interval secondary membership functions reflect a uniform uncertainty at the primary memberships of \( x \) [7].

The use of interval type-2 fuzzy sets significantly simplifies the computation, an interval type-2 fuzzy set \( \tilde{F} \) is fully described by \( \mu_{\tilde{F}}(x) = \text{FOU}(\tilde{F}) \) and \( \overline{\mu}_{\tilde{F}}(x) = \text{FOU}(\tilde{F}) \) which are the lower and upper membership functions that bound the \( \text{FOU}(\tilde{F}) \) [7] as shown in Figure 2. The \( \text{FOU} \) provides additional degrees of freedom which make it possible to directly model and handle of uncertainties [7]. Hence, for each \( x \) the membership of an interval type-2 set is an interval rather than a crisp number as is the case for type-1 fuzzy sets. Note that if \( \text{FOU}(\tilde{F}) = \text{FOU}(\tilde{F}) \) then it reduces to a type-1 fuzzy set.

**3. Type-2 Fuzzy Systems**

A type-2 fuzzy system describes a non-linear mapping through a set of if-then rules using the previ-
ously described type-2 fuzzy sets. Considering an interval type-2 fuzzy system with \( p \) inputs and \( M \) rules, let the \( i \)-th rule be denoted by \( R_i \) [7] as:

\[
R_i: \text{if } x_1 \text{ is } \tilde{F}_i^1 \ldots \text{ and } x_p \text{ is } \tilde{F}_i^p \quad \text{then } y_i = \tilde{G}_i = [y_{i1}, y_{i2}]
\]

where \( \tilde{G}_i \) is an interval type-1 consequent which corresponds to the centroid of the interval type-2 consequent that can be computed via a type-reduction algorithm (e.g. Karnik-Mendel (KM) algorithm [7, 17]).

Hence, as singleton fuzzification is used here and with meet under product \( \tau \)-norm, given a \( x' = (x_1 \ldots x_p) \), the result of the input and antecedent operations is an interval type-1 fuzzy set \( F^i(x') \) [7], i.e.,

\[
F^i(x') = [\tilde{f}^i(x'), \tilde{t}^i(x')]
\]

\[
\tilde{f}^i(x') = \frac{\sum_{i=1}^{M} f_{1}^i(x') \ldots f_{p}^i(x')}{\sum_{i=1}^{M} \tilde{f}^i} \quad \text{and} \quad \tilde{t}^i(x') = \frac{\sum_{i=1}^{M} t_{1}^i(x') \ldots t_{p}^i(x')}{\sum_{i=1}^{M} \tilde{t}^i}
\]

where \( \ast \) represents the product operation.

Thus, the interval type-1 fuzzy set output \( Y \) which is computed via a type-reduction from a collection of \( M \) rules can be expressed as (7) [7], by just finding its two endpoints \( y_1 \) and \( y_2 \). This calculation can be performed for instance via the KM procedure, although there are several methods to perform this task [18] which can affect the system performance. Note that as result, a measure of the uncertainty as it flows through the system is obtained. This interval type-1 output is finally defuzzified into "crisp" outputs by computing its mean. As an alternative, type-reduction can be bypassed using the Nie-Tan (NT) algorithm [19] or a neural-net-based algorithm [18]. Although these methods do not provide information about the output uncertainty, both require less computational effort and have shown a higher degree of accuracy when tackling the load forecasting problem [18]. Following is the equation which describes how the final output is computed using the NT algorithm, which has been used in this paper as it does not require any previous knowledge. Note the use of singleton consequents denoted as \( w \) rather than interval type-1 fuzzy sets.

\[
y = \frac{\sum_{i=1}^{M} \tilde{f}^i w^i + \tilde{t}^i w^i}{\sum_{i=1}^{M} \tilde{f}^i + \tilde{t}^i}
\]

4. Memetic Type-2 Fuzzy System Learning

As introduced in Section 1, the goal is to propose a memetic learning algorithm which concurrently designs type-2 fuzzy systems in a versatile and automatic fashion for forecasting applications which seek to handle high-dimensional scenarios. Pseudocode is presented in Table 1.

| Parameters: | Population size, stop condition, fitness and selection thresholds, cut & splice and mutation probabilities, gradient descent learning rates and objective function weights. |
| Input: | Normalised training data set. |
| Output: | Interval type-2 fuzzy system. |

**Begin**

Initialise population

Rank population & Local optimisation

while not stop condition do

- Hierarchical parent selection
- Cut & splice
- Mutate

Rank population & Local optimisation

**End**

**Table 1:** Pseudocode.

4.1. Variable-Length Coding Scheme

The need for a variable-coding scheme arises with genetic algorithms when the interwoven structure learning and parameter estimation are carried out concurrently. Not knowing upfront a near-optimal structure in terms of accuracy (i.e. how many fuzzy rules are required or which position or shape should the fuzzy clauses that compose those have), implies modifying fixed-coded chromosomes through trial-and-error. Thus, unlike conventional genetic algorithms, messy genetic algorithms allow for under-/over-specified chromosomes with respect to the fuzzy system definition [13]. Following a similar approach, a population of interval type-2 fuzzy systems will increasingly evolve to more complex forms (i.e. the number of rules dynamically evolves). This represents a key attribute when one wishes to improve accuracy via increasing the number of inputs to be dealt with.

Here as in [13], fuzzy clauses are the key elements of the coding scheme. However, contrary to [13] only antecedents follow the very same approach. Interval type-2 fuzzy antecedents are represented by 4-tuples \( (n, m, \sigma, \sigma) \), in which \( n \) is the input index, and \( m, \sigma, \sigma \) the mean, upper and lower deviation of an interval type-2 gaussian membership function.

The following text provides an example is provided where a set of unsorted 4-tuples corresponds to a
rule antecedent. Note that due to the NT typewriter, rule consequents are singletons.

\[ \{w^i, \{(1,m_1,\vec{\sigma}_1, g_1^1)\}, (3,m_3,\vec{\sigma}_3, g_3^1)\}\} \]

\[ \vec{F}_1 = [N(m_1,\vec{\sigma}_1), N(m_1, g_1^1)] \]
\[ \vec{F}_3 = [N(m_3,\vec{\sigma}_3), N(m_3, g_3^1)] \]

Thus, chromosomes representing interval type-2 fuzzy systems can be simply defined by an unordered and variable number of rules as follows,

\[ \{ R^0, R^1, \ldots, R^i, \ldots, R^M \} \]

4.2. Initialisation

Each individual is generated by shuffling, iteratively assessing each example of the input-output training pairs and creating rules where a lack of covering arises (i.e. less than 1% maximum rule firing strength). This random selection of examples maximises the diversity of the initial population whilst also ensures that each example fires at least one fuzzy rule. This mechanism ensures a proper covering over all the training sample [20] and also specifies a variable number of rules in the initial individuals.

Hence, each fuzzy rule is initialised with an unordered set of fuzzy antecedents, one per input (i.e. each initial rule has all the pre-specified inputs). Please note that input selection is beyond the scope of this paper.

Singleton consequents are initially established as random numbers from the interval [−2, +2] as in [7].

4.3. Global Optimisation

As the learning problem can be easily formulated as an optimisation one where the main objective is to minimise the approximation error whilst avoiding over-fitting issues (i.e. lack of generality) and curse of dimensionality problems (i.e. exponential growth of ruleset size as the number of inputs increases).

- **Accuracy:**

\[ \mathcal{P}_1 = \frac{1}{N} \sum_{k=1}^{N} (\hat{y}_k - y_k)^2 \quad (9) \]

where \( N \) is the size of the the training sample, \( \hat{y}_k \) is the prediction and \( y_k \) the actual value.

- **Complexity:**

\[ \mathcal{P}_2 = M \quad (10) \]

\[ h(S_1, S_2) = \begin{cases} \min(M_{S_1}, M_{S_2}) & \text{if } \min(f(S_1), f(S_2)) \geq \xi_{\text{min}} \text{ and } |f(S_1) - f(S_2)| \leq \xi_{\text{sim}} \text{ otherwise} \\
\end{cases} \]

with \( M \) being the number of rules. Note that alternative complexity metrics can also be suitable.

Thus, the performance index is defined as follows,

\[ f(\mathcal{P}_1, \mathcal{P}_2) = \begin{cases} \frac{\lambda_1}{\lambda_1 + \lambda_2} \mathcal{P}_1 + \frac{\lambda_2}{\lambda_1 + \lambda_2} \mathcal{P}_2 \quad & \text{if } \lambda_1 \mathcal{P}_1 \leq \xi_{\text{min}} \\
\end{cases} \quad (11) \]

where the step function \( f(\mathcal{P}_1, \mathcal{P}_2) \) is used here to ensure \( \xi_{\text{min}} \) accurate-enough solutions are available before any complexity-pressure is established. This allows for finding building blocks before any pruning is carried out. Weighting factors \( \lambda_1, \lambda_2 \) simply guide the maximisation towards a specific direction.

4.4. Hierarchical Parent Selection

One of the major issues when variable-coding is employed in genetic algorithms, is the possibility of an uncontrolled growth of the individuals size [21]. This bloat phenomenon can directly result in generational augmentation of the fitness computational effort. As a way to minimise its effects a hierarchical selection similar to [21] is here proposed. The selection \( h \) occurs according to (12), where given to individuals \( S_1, S_2 \) are two individuals with \( f(S_1), f(S_2) \) fitnesses, \( M_{S_1}, M_{S_2} \) number of rules and \( \xi_{\text{min}}, \xi_{\text{sim}} \) a pair of thresholds. On one hand, \( \xi_{\text{min}} \) guarantees a minimum level of performance similarly to the objective step function. On the other hand, \( \xi_{\text{sim}} \) ensures that size prioritisation is carried out only if \( f(S_1), f(S_2) \) are similar enough in terms of fitness.

4.5. Genetic Operators

4.5.1. Cut & Splice

The cut & splice operation as in [13] acts on two levels. On the ruleset level, child rulesets are originated from two parents not necessarily using the same crossover points. Following, is an example of this procedure.

\[ P_1 = \{ R^0_1, R^1_1, | R^i_1 \}, P_2 = \{ R^0_2, | R^1_2, R^2_2 \} \]
\[ P_{11} = \{ R^0_1, R^1_1 \}, P_{12} = \{ R^1_1 \} \]
\[ P_{21} = \{ R^0_2 \}, P_{22} = \{ R^1_2, R^2_2 \} \]
\[ C = \text{choice}(P_{11}, P_{12}) \cup \text{choice}(P_{21}, P_{22}) \]

Although this makes flexible the number of rules per child, it may occur that meaningful rules from either or both of the parents could be lost. Hence, a pool of rules with the non-present ones is created to complete the child ruleset ensuring that no lack
of covering arises. A greedy approach which prioritises rules covering larger number of examples is here used for their selection.

Alike [13], on the rule level, a rule from the first parent is firstly selected. The second rule must not be triggered by similar conditions. Hence, each candidate rule is assessed using the Jaccard similarity measure [22] over the training sample, i.e.,

$$S_j(R^a, R^b) = \frac{\sum_{k=1}^{N} \min(T^a_k, T^b_k) + \min(F^a_k, F^b_k)}{\sum_{k=1}^{N} \max(T^a_k, T^b_k) + \max(F^a_k, F^b_k)}$$

where $R^a, R^b$ are the compared rules, $N$ the size of the training sample and $T^*, F^*$ their firing interval.

Following is an example of this rule-level cut & splice mechanism.

$$R^i : (w^i, \{(1, m_1^i, \sigma_1^i, \xi_1^i), (3, m_2^i, \sigma_3^i, \xi_3^i)\})$$

$$R^j : (w^j, \{(1, m_1^j, \sigma_1^j, \xi_1^j), (2, m_2^j, \sigma_2^j, \xi_2^j)\})$$

$\downarrow$

$$A_1^i = \{(1, m_1^i, \sigma_1^i, \xi_1^i)\}$$

$$A_2^i = \{(3, m_2^i, \sigma_3^i, \xi_3^i)\}$$

$$A_1^j = \{(1, m_1^j, \sigma_1^j, \xi_1^j)\}$$

$$A_2^j = \{(2, m_2^j, \sigma_2^j, \xi_2^j)\}$$

$\downarrow$

$$R^* = \text{choice}(w^i, w^j), \text{choice}(A_1^i, A_1^j) \cup \text{choice}(A_2^i, A_2^j))$$

Note that as is the previous case, it may occur that the rule ends over- or under-specified. For the former, a first-come first-served basis for the antecedents is established, whilst for the latter, a random completion from a pool of non-present antecedents is followed. Finally, the child’s singleton consequent is randomly selected from the cut & spliced rules. Note that these operations occur according to pre-defined probabilities $p_{cs}, p_{cv}$.

4.5.2. Mutation

In this messy-inspired coding scheme mutations also occur in different levels and are also problem-specific; ruleset and rule. In the first one, according to a given $p_{ms}$, probability, a rule is either generated based on the worst covering for that particular system or deleted from the individual’s ruleset. Selection for removal occurs in three different ways; the rule with the smallest number of examples covered, the rule with the largest degree of overlapping or a randomly selected one as in [23]. Similarly, in the rule level, the parameters of a randomly selected antecedent or consequent are slightly modified according to a probability $p_{mr}$.

4.6. Local Optimisation

Regardless, interval type-2 fuzzy sets are forgiving in respect to membership parameters. At each iteration a one-epoch fine-tuning via a gradient descent method is carried out to unveil all individuals accuracy potential and speed up the learning process.

$P_1$ the objective function used for this procedure can be found in (9). It should be borne in mind that interval type-2 fuzzy sets with uncertain deviation (Figure 2), Nie-Tan type-reduction (8) and product as t-norm are used. Therefore, firing intervals, updating rules and partial derivatives for a given input-output training pair $(x(k^i), y(k^i))$ can be defined as,

$$\bar{T}^i(x(k)) = \prod_{n=1}^{p} \tilde{F}_{x_n}^i(x(k))$$

$$\tilde{T}^i(x(k)) = \prod_{n=1}^{p} d_{F_{x_n}}^i(x(k))$$

$$\theta_j^{\tau}(k + 1) = \theta_j^{\tau}(k) - \alpha_{\theta_j} \frac{\partial P_1}{\partial \theta_j^{\tau}}_{k} =$$

$$= \theta_j^{\tau}(k) - \alpha_{\theta_j} \times$$

$$\frac{(\tilde{g}(x(k)) - y(k))(w^i(k) - \tilde{g}(x(k)))}{\sum_{m=1}^{M} \tilde{T}^m(x(k)) + \tilde{F}^m(x(k))} \times$$

$$\left[ \frac{\partial \tilde{F}_{x_n}^i}{\partial \theta_j^{\tau}} \right]_{k} \prod_{n=1}^{p} \tilde{F}_{x_n}^i(x(k)) +$$

$$\frac{\partial \tilde{F}_{x_n}^i}{\partial \theta_j^{\tau}} \prod_{n=1}^{p} d_{F_{x_n}}^i(x(k))$$

$$w^i(k + 1) = w^i(k) - \alpha_w \frac{\partial P_1}{\partial w^i} =$$

$$= w^i(k) - \alpha_w \times$$

$$\frac{(\tilde{g}(x(k)) - y(k))(\tilde{T}^i(x(k)) + \tilde{F}^i(x(k)))}{\sum_{m=1}^{M} \tilde{T}^m(x(k)) + \tilde{F}^m(x(k))}$$

where $\theta_j^{\tau}$ is the $\tau$th parameter (i.e. $m_j, \sigma_j, \xi_j$) of the $j$th antecedent and $w^i$ the singleton consequent of the $i$th rule.

5. Experimental Results

5.1. Chaotic System Forecasting

Chaotic behaviour can be described as bounded fluctuations of the output of a non-linear system with high degree of sensitivity to initial conditions.

<table>
<thead>
<tr>
<th>Population size</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iterations</td>
<td>100</td>
</tr>
<tr>
<td>$\xi_{sim}, \xi_{min}$</td>
<td>0.001, 0.8</td>
</tr>
<tr>
<td>$\lambda_1, \lambda_2$</td>
<td>0.9, 0.1</td>
</tr>
<tr>
<td>$p_{cs}, p_{cv}$</td>
<td>0.6, 0.1</td>
</tr>
<tr>
<td>$p_{ms}, p_{mr}$</td>
<td>0.05, 0.05</td>
</tr>
<tr>
<td>$\alpha_{\theta_j}, \alpha_w$</td>
<td>0.01, 0.01</td>
</tr>
</tbody>
</table>

Table 2: Design parameters.
Table 3: Mackey-Glass time-series forecasting results and comparison.

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE_{mean}</th>
</tr>
</thead>
<tbody>
<tr>
<td>[25]</td>
<td>0.0285</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.0031</td>
</tr>
</tbody>
</table>

That is to say, trajectories with nearly identical conditions can differ a lot from each other. The Mackey-Glass equation (for \( \tau > 17 \) exhibits chaos) is a non-linear delay differential equation that has become one of the main benchmarks for AI-based time-series prediction [7].

\[
\frac{dx(t)}{dt} = \frac{ax(t-\tau)}{1+x(t-\tau)^c} - bx(t) \tag{17}
\]

Chosen constants are \( \tau = 17, a = 0.2, b = 0.1 \) and \( c = 10 \) as in [25]. Hence, the objective is to assess if the proposed learning method is able to produce an interval type-2 fuzzy system which accurately model \( x_{t+6} \) from a sample of 1000 input-output data pairs, the first 500 pairs for training and the remaining ones for testing. Selected set of inputs are \( \{x_{k-18}, x_{k-12}, x_{k-6}, x_k\} \). Table 2 show the designed parameters chosen for both cases of study. The key for their selection is achieving a balance between the selection threshold, weighting factors and cut & splices rates to obtain a slow growth of the population complexity. A comparison with [25] can be found in Table 3 where the mean root mean squared error over 10 experiments is used as performance index. These results depict the competence of the proposed scheme to carry out time-series forecasting. This improvement is mainly due to the use of interval type-2 fuzzy logic and a more suited model structure with a larger ruleset.

### 5.2. One-Day-Ahead Load Forecasting

The objective is to obtain a one-day-ahead one-hour-resolution load forecaster merely relying on historical data, similar to [18]. The historical dataset corresponds to the Australian electricity market (Victorian region) electric demand for May 2010. This dataset is publicly available at www.aemo.com.au. The selected inputs as in [18] are \( \{x_{k-24}, x_{k-25}, x_{k-26}, x_{k-27}\} \) and the output \( x_{k+24} \) respectively. Note that 80% of the examples were used for training whilst the remaining 20% for testing. Mean of the root mean squared error over 10 experiments is used again as performance index. The inclusion of more inputs can substantially increase prediction accuracy, although it can increase the model’s complexity. Therefore another test was carried out with the following additional inputs \( \{x_{k-144}, x_{k-145}, x_{k-168}, x_{k-169}\} \) derived from an auto-/partial-correlation analysis. Despite the training could be considered more challenging, accuracy was improved in similar conditions as previously. Results for both cases are shown in 4 and 8-input interval type-2 fuzzy system.

Table 4: One-day-ahead load forecasting results and comparison.

<table>
<thead>
<tr>
<th>Method</th>
<th>Inputs</th>
<th>RMSE_{mean}</th>
</tr>
</thead>
<tbody>
<tr>
<td>[18]</td>
<td>4</td>
<td>405.521</td>
</tr>
<tr>
<td>Proposed</td>
<td>4</td>
<td>349.013</td>
</tr>
<tr>
<td>Proposed</td>
<td>8</td>
<td>278.996</td>
</tr>
</tbody>
</table>

![Figure 3: One-day-ahead load forecasting case. The 8-input interval type-2 fuzzy system output is depicted via a red dashed line whilst the actual value via a black solid one.](image)

indicate a significant improvement on accuracy derived from a more data-suited structure. Finally, Figure 3 displays the error between the actual output and the obtained with the 8-input interval type-2 fuzzy system.

### 6. Conclusions, Self-Analysis & Future Work

This paper introduces a method to successfully and concurrently develop an interval type-2 fuzzy system for load forecasting applications which is able to identify its constituent parameters and structure without being strongly penalised by the curse of dimensionality. Hence, it has shown that by employing a global/local optimisation in conjunction with a variable-length coding scheme, accuracy improvements can be obtained. Consequently, the Table 5 honestly summarises the strengths, weaknesses, opportunities and threats which represent advantages, drawbacks, future work and potential future work risks.

### References

### Strengths
- Concurrent design of membership functions and rule sets for interval type-2 fuzzy systems performing a global/local optimisation.
- Flexible use of design parameters which suits the problem needs.
- Its versatility and the use of type-2 sets allows for good initial solutions.

### Weaknesses
- Slow convergence due to a notably large search-space.
- Higher computational cost when compared to ‘crisp’ fuzzy approaches.

### Opportunities
- Use of interval consequents that can provide useful information for power systems optimisation.
- Improvements via alternative type-reduction algorithms or the use of TSK rather than Mamdani systems.
- Thorough statistical assessment (e.g. Diebold-Mariano testing) including more load profiles at different voltage levels and time-scales. Robust experimentation on high-dimensional systems, including computational and scalability assessment.

### Threats
- Lack of predictability due to an excessive randomness in load profiles as voltage level decreases.
- Excessive need for tailoring the algorithm’s parameters when dealing with different real-world datasets.

---

Table 5: SWOT analysis.

---

(Continued...)

---
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