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Abstract

In this paper, we present a linguistic interval 2-tuple representation model and new linguistic interval 2-tuple aggregation operators, i.e., linguistic interval 2-tuple power average (LI2TPA) operator, linguistic interval 2-tuple weighted power average (LI2TWPA) operator and linguistic interval 2-tuple power ordered weighted average (LI2TPOWA) operator. Some desired properties of the developed operators are also studied. Moreover, we use these aggregation operators to deal with multiple attribute group decision making problems under linguistic interval 2-tuple environment. In the situations where the weighting vector of the decision makers is known, we use the LI2TWPA operator to make multiple attribute group decision. In the situations where the weighting vector of the decision makers is unknown, we use the LI2TPOWA operator to deal with multiple attribute group decision making. A numerical example is provided to show the effectiveness of our method.
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1. Introduction

Multiple attribute group decision making is a significant research topic, which consists of finding the most desirable alternatives from a given alternative set according to the information provided by some decision makers. In the real world, there exist many decision making problems in which the assessments provided by decision makers cannot be represented precisely in a quantitative form but in a qualitative one, and thus, the use of linguistic decision making approach is necessary. In the linguistic decision analysis of a multiple criteria decision making problem, the solution scheme must be formed by three steps 4: (1) the choice of the linguistic term set with its semantic; (2) the choice of the aggregation operator of linguistic information; (3) the choice of the best alternatives, this step is also carried out in two phases: (a) aggregation phase of linguistic information; (b) exploitation phase. For the aggregation phrase of linguistic information, linguistic aggregation operators, which are used to aggregate the linguistic performance values provided by the criteria, are need to obtain a collective linguistic performance value on the alternatives. In the recent years, a variety of linguistic aggregation operators have been developed. Xu 21 classified these linguistic aggregation operators into five categories: (1) the linguistic aggregation operators which are based on linear ordering, such as the linguistic max and min operators 26,27,28,29,30, linguistic median operator 28,29,30, linguistic weighted median opera-
tor \textsuperscript{28,29,30}; (2) the linguistic aggregation operators which are based on the extension principle, such as linguistic OWA operator \textsuperscript{1,2,12}, inverse-LOWA operator \textsuperscript{3}, linguistic weighted OWA operator\textsuperscript{13}, these operators make computations on the fuzzy numbers that support the semantics of the linguistic labels; (3) the linguistic aggregation operators which are based on symbols \textsuperscript{4,7}, these operators make computations on the indexes of the linguistic labels; (4) the linguistic aggregation operators which are based on the 2-tuple linguistic representation model, such as 2-tuple arithmetic mean operator \textsuperscript{5,6}, 2-tuple OWA operator\textsuperscript{5,8,9}, 2-tuple weighted geometric averaging (TWGA) operator\textsuperscript{22}, 2-tuple ordered weighted geometric averaging (TOWGA) operator\textsuperscript{22}; (5) the linguistic aggregation operators which compute with words directly, such as extended ordered weighted averaging (EOWA) operator\textsuperscript{16}, uncertain linguistic ordered weighted operator \textsuperscript{10,11,17}, induced uncertain linguistic OWA operator \textsuperscript{14,18}. For the linguistic aggregation operators in (1) – (3), the results usually do not match any of the initial linguistic terms and some approximation processes must be developed to express the results in the initial expression domain, which produces the loss of information and the lack of precision. While those operators in (4) and (5) allow that the representation of linguistic information is continuous and can express any counting of linguistic information without any loss of information in its domain.

By taking into account the relationship among aggregated values, Yager \textsuperscript{31} developed a power average (PA) operator and a power ordered weighted average (POWA) operator which allow exact arguments to support each other in the aggregation process. Afterwards, Xu and Yager \textsuperscript{19} developed some new geometric aggregation operators, including the power-geometric (PG) operator, weighted PG operator, power-ordered-geometric (POG) operator, and power-ordered-weighed-geometric (POWG) operator. They also extended the PG and POWG operators to uncertain environments, develop an uncertain PG (UPG) operator and its weighted form, and an uncertain power-ordered-weighted-geometric (UPOWG) operator to aggregate the input arguments taking the form of interval of numerical values. Xu and Wang \textsuperscript{23} presented a 2-tuple linguistic power average (2TLPA) operator, a 2-tuple linguistic weighted PA operator and a 2-tuple linguistic power ordered averaging (2TLPOWA) operator. Xu \textsuperscript{20} developed a series of operators for aggregating intuitionistic fuzzy numbers, involving the intuitionistic fuzzy power weighted average (IFPWA) operator, the intuitionistic fuzzy power weighted geometric (IFPWG) operator, the intuitionistic fuzzy power ordered weighted average (IFPOWA) operator and the intuitionistic fuzzy power ordered weighted geometric (IFPOWG) operator. Xu and Cai \textsuperscript{21} developed an uncertain power weighted average (UPWA) operator and an uncertain power ordered weighted average (UPOWA) operator for aggregating interval fuzzy preference relations. Xu et al. \textsuperscript{24} developed some new linguistic aggregation operators, such as the linguistic power average (LPA) operator, the linguistic weighted PA operator, and the LPOWA operator. They also developed some new uncertain linguistic operators under uncertain linguistic environments, such as the ULPA operator, the uncertain linguistic weighted PA operator, and the ULPOWA operator. Zhou et al. \textsuperscript{33} proposed the generalized power average (GPA) operator and its weighted form, and the generalized power ordered weighted average (GPOWA) operator. Then, they extended these operators to uncertain environments and presented an uncertain generalized power average (UGPA) operator and its weighted form, and an uncertain generalized power ordered weighted average (UGPOWA) operator to aggregate the input arguments taking the form of interval of numerical values. They also extended the GPA operator and the GPOWA operator to intuitionistic fuzzy environment, and obtained the generalized intuitionistic fuzzy power averaging (GIFPA) operator and the generalized intuitionistic fuzzy power ordered weighted averaging (GIFPOWA) operator. Zhou and Chen \textsuperscript{34} developed the generalized power average (GPA) operator and the generalized power ordered weighted average (GPOWA) operator. Then they extended the GPA operator and the GPOWA operator to linguistic environment and presented the linguistic generalized power average (LGPA) operator, the weighted linguistic generalized power average...
(WLGPPOWA) operator and the linguistic generalized power ordered weighted average (LGPOWA) operator. Wan \(^{15}\) developed four kinds of power aggregation operators of trapezoidal intuitionistic fuzzy numbers (TrIFNs), involving the power average operator of TrIFNs, the weighted power average operator of TrIFNs, the power ordered weighted average operator of TrIFNs, and the power hybrid average operator of TrIFNs.

Recently, Zhang \(^{32}\) proposed the interval-valued 2-tuple linguistic variable which provides a tool to model qualitative information in real-world decision situations where decision makers have difficulty in giving the assessment with only a linguistic term, \textit{i.e.}, suppose a linguistic term set \(S = \{s_i | i = 0,1,2,\ldots,g\}\), an interval-valued 2-tuple is composed of two linguistic terms and two numbers, denoted by \(([s_i, \alpha_1], [s_j, \alpha_2])\), where \(i \leq j\), \(s_i(s_j)\) and \(\alpha_1(\alpha_2)\) represent the linguistic label of the predefined linguistic term set \(S\) and symbolic translation, respectively. An interval-valued 2-tuple linguistic variable can be converted into an interval value \([\beta_1, \beta_2] = [\beta_1, \beta_2] = [0,1], \beta_1 \leq \beta_2\) as follows: \(\Delta^{-1}((s_i, \alpha_1), (s_j, \alpha_2)) = [i/g + \alpha_1, j/g + \alpha_2] = [\beta_1, \beta_2]\). On the contrary, the interval value \([\beta_1, \beta_2] = [\beta_1, \beta_2] = [0,1], \beta_1 \leq \beta_2\) can be transformed into the interval-valued 2-tuple linguistic variable, \textit{i.e.}, \(\Delta([\beta_1, \beta_2]) = ((s_i, \alpha_1), (s_j, \alpha_2))\), where \(i = \text{round}(\beta_1 \ast g), j = \text{round}(\beta_2 \ast g), \alpha_1 = \beta_1 - i/g, \alpha_2 = \beta_2 - j/g\), and \(\alpha_1, \alpha_2 \in [-0.5/g, 0.5/g]\). Zhang \(^{32}\) think the interval-valued 2-tuple linguistic approach can aggregate the linguistic information coming from different multi-granularity linguistic term sets without unifying the multi-granularity linguistic information by the basic linguistic term set. We think it seems not so perfect. For example, suppose two linguistic term sets \(S = \{s_0, s_1, s_2, s_3, s_4\}\) and \(S' = \{s'_0, s'_1, s'_2, s'_3, s'_4, s'_5, s'_6\}\), an interval value \([\beta_1, \beta_2] = [0.6,0.8]\), \([\beta_1, \beta_2]\) can be transformed into the interval-valued 2-tuple linguistic variables defined on \(S\) and \(S'\), respectively. We can easily obtain \(\Delta([0.6,0.8]) = ((s_2, 0.1), (s_3, 0.05))\) and \(\Delta'([0.6,0.8]) = ((s'_3, -0.225), (s'_6, 0.05))\). In practice, it is a problem to decide whether \([s_2, 0.1), (s_3, 0.05)\] and \([s'_3, -0.225), (s'_6, 0.05)\] are equivalent. In this paper, for a fixed linguistic term set, we develop a linguistic interval 2-tuple representation model for uncertainty in linguistic decision making process. We extend then the PA operator and the POWA operator to aggregate linguistic interval 2-tuples, which are called linguistic interval 2-tuple power average (LI2TPA) operator, linguistic interval 2-tuple weighted power average (LI2TPWA) operator and linguistic interval 2-tuple power ordered weighted average (LI2TPPOWA) operator, whose weighting vectors depend on the aggregated arguments and allow aggregated arguments to support each other.

The rest of this paper is organized as follows: In Section 2, we briefly introduce some basic knowledge such as the 2-tuple linguistic representation model, the PA operator, the OWA operator and the POWA operator. In Section 3, we present a linguistic interval 2-tuple representation model and develop a linguistic interval 2-tuple power average (LI2TPA) operator, a linguistic interval 2-tuple power weighted average (LI2TPWA) operator and a linguistic interval 2-tuple power ordered weighted average (LI2TPPOWA) operator. Some desired properties of these operators are also studied. In Section 4, we develop two new approaches based on the LI2TPWA operator and LI2TPPOWA operator respectively to deal with linguistic multiple attribute group decision making problems. In Section 5, a numerical example is provided to illustrate the linguistic multiple attribute group decision making process, which shows the effectiveness of the new developed approach. Finally, conclusions are provided in Section 6.

2. Preliminaries

In this section, we briefly review the 2-tuple linguistic representation model, the PA operator, OWA operator and POWA operator.

2.1. The 2-tuple linguistic representation model

One of the most often used models dealing with linguistic information is the 2-tuple linguistic representation model, which was developed by Herrera and Martínez \(^{5}\) on the basis of the concept of symbolic...
translation. In the following, we briefly review some concepts about 2-tuple.

Let \( S = \{ s_0, s_1, s_2, \ldots, s_5 \} \) be a linguistic term set. For example, a set of seven terms \( S \) could be: \( S = \{ s_0 = \text{very poor}, s_1 = \text{poor}, s_2 = \text{slightly poor}, s_3 = \text{fair}, s_4 = \text{slightly good}, s_5 = \text{good}, s_6 = \text{very good} \} \). Usually, it is required that the linguistic term set satisfies the following additional characteristics: (1) There is a negation operator: \( \text{Neg}(s_i) = s_j \) such that \( j = g - i \) \((g + 1) \) is the cardinality of \( S \); (2) \( s_i \leq s_j \Leftrightarrow i \leq j \). Therefore, there exists a minimization and a maximization operator in the linguistic term set \( S \).

**Definition 1.** Let \( \beta \) be the result of an aggregation of the indexes of a set of labels assessed in a linguistic term set \( S \), i.e., the result of a symbolic aggregation operation. \( \beta \in [0, g] \), being \( g + 1 \) the cardinality of \( S \). Let \( i = \text{round}(\beta) \) and \( \alpha = \beta - i \) be two values such that \( i \in [0, g] \) and \( \alpha \in [-0.5, 0.5] \), then \( \alpha \) is called a symbolic translation.

From the concept of symbolic translation, Herrera and Martínez developed a linguistic representation model which represents the linguistic information by means of 2-tuple \((s_i, \alpha_i), s_i \in S \) and \( \alpha_i \in [-0.5, 0.5] \), \( s_i \) represents the linguistic label center of the information, \( \alpha_i \) is a numerical value expressing the value of the translation from the original result \( \beta \) to the closest index label, \( i \), in the linguistic term set \((s_i \in S) \) , i.e., the symbolic translation.

This model defines a set of transformation functions between linguistic terms and 2-tuples and between numerical values and 2-tuples.

**Definition 2.** Let \( S = \{ s_0, s_1, s_2, \ldots, s_5 \} \) be a linguistic term set and \( \beta \in [0, g] \) be a value representing the result of a symbolic aggregation operation, then the 2-tuple that expresses the equivalent information to \( \beta \) is obtained with the following function:

\[
\triangle : [0, g] \rightarrow S \times [-0.5, 0.5] \\
\beta \mapsto \triangle(\beta) = (s_i, \alpha)
\]

where \( s_i \in S, i = \text{round}(\beta) \) (round is the usual round operation), \( \alpha = \beta - i \in [-0.5, 0.5] \).

On the contrary, Let \( S = \{ s_0, s_1, s_2, \ldots, s_5 \} \) be a linguistic term set and \((s_i, \alpha)\) be a 2-tuple. There is always a \( \triangle^{-1} \) function:

\[
\triangle^{-1} : S \times [-0.5, 0.5] \rightarrow [0, g] \\
\triangle^{-1}(s_i, \alpha) = i + \alpha = \beta
\]

**Remark 1.** From Definitions 1 and 2, it is obvious that the conversion of a linguistic term into a linguistic 2-tuple consists of adding a value 0 as symbolic translation:

\[
s_i \in S \Rightarrow (s_i, 0).
\]

Comparison of 2-Tuples: let \((s_k, \alpha_k)\) and \((s_l, \alpha_l)\) be two 2-tuples, with each one representing a counting of information as follows:

1. If \( k < l \), then \((s_k, \alpha_k) < (s_l, \alpha_l)\);
2. If \( k = l \), then:
   
   (a) if \( \alpha_k < \alpha_l \), then \((s_k, \alpha_k) < (s_l, \alpha_l)\);
   (b) if \( \alpha_k = \alpha_l \), then \((s_k, \alpha_k) = (s_l, \alpha_l)\).

### 2.2. The PA operator, the OWA operator and the POWA operator

Most of the existing aggregation operators do not take into account the information about the relationship between the values being aggregated. Thus, Yager developed a power average (PA) operator which allows that the aggregated values support and reinforce each other in the decision making process. The PA operator was defined as follows:

\[
PA(a_1, a_2, \ldots, a_n) = \frac{\sum_{i=1}^{n}(1 + T(a_i))a_i}{\sum_{i=1}^{n}(1 + T(a_i))}
\]

where

\[
T(a_i) = \sum_{j=1}^{n} \text{Sup}(a_i, a_j)
\]

and \( \text{Sup}(a, b) \) is the support for \( a \) from \( b \), which satisfies the following three properties:

1. \( \text{Sup}(a, b) \in [0, 1] \).
2. \( \text{Sup}(a, b) = \text{Sup}(b, a) \).
3. \( \text{Sup}(a, b) \geq \text{Sup}(x, y) \), if \( |a - b| < |x - y| \).

Obviously, the support (i.e., Sup) measure is essentially a similarity index. The more the similarity,
the closer the two values are, and the more they support each other.

Yager\textsuperscript{25} developed an OWA operator that provides an aggregation lying between the max and min operators, the OWA operator was defined as follows:

\[
OWA(a_1, a_2, \ldots, a_n) = \sum_{i=1}^{n} w_i b_i
\]

where \( b_i \) is the \( i \)th largest argument of \( b_j (j = 1, 2, \ldots, n) \).

Based on the OWA and PA operators, Yager\textsuperscript{31} defined a POWA operator as follows:

\[
POWA(a_1, a_2, \ldots, a_n) = \sum_{i=1}^{n} u_i a_{\text{index}(i)}
\]

where \( u_i = g\left(\frac{R_i}{TV}\right) - g\left(\frac{R_{i-1}}{TV}\right) \), \( R_i = \sum_{j=1}^{i} V_{\text{index}(j)} \),

\( TV = \sum_{i=1}^{n} V_{\text{index}(i)} \), \( V_{\text{index}(i)} = 1 + T(a_{\text{index}(i)}) \) and

\( T(a_{\text{index}(i)}) = \sum_{j=1, j \neq i}^{n} \text{Sup}(a_{\text{index}(i)}, a_{\text{index}(j)}) \),

\( \text{Sup}(a_{\text{index}(i)}, a_{\text{index}(j)}) \) denotes the support of the \( i \)th largest argument by all the other arguments, \( a_{\text{index}(i)} \) is the \( i \)th largest argument for the \( i \)th largest argument, \( a_j (j = 1, 2, \ldots, n) \) and \( g : [0,1] \to [0,1] \) is a basic unit interval monotonic (BUM) function, having the properties: 1) \( g(0) = 0 \); 2) \( g(1) = 1 \); 3) \( g(x) \geq g(y) \), if \( x > y \).

Especially, if \( g(x) = x \), then the POWA operator reduces to the PA operator.

3. The linguistic interval 2-tuple representation model

Due to the complexity of the objects and the vagueness of inherent subjective nature of human thinking, there are many decision making problems in which the linguistic information provided by decision makers may take the form of interval, denoted by \([s_i, s_j]\), with \( s_i, s_j \in S \) and \( s_i < s_j \), \( S = \{s_0, s_1, \ldots, s_g\} \) is the predefined linguistic term set. Recently, Zhang\textsuperscript{32} proposed the interval-valued 2-tuple linguistic variable and the procedure to compare two interval-valued 2-tuples. Motivated by Zhang and considering the advantage of the 2-tuple linguistic representation model, we propose the linguistic interval 2-tuple representation model to deal with the above decision making problems, which can be described as follows.

Let \( S = \{s_0, s_1, s_2, \ldots, s_g\} \) be a linguistic term set. A linguistic interval 2-tuple is composed of two linguistic terms and two numbers, denoted by \([(s_i, \alpha_1), (s_j, \alpha_2)]\), where \( i \leq j \), \( s_i(s_j) \) and \( \alpha_1(\alpha_2) \) represent the linguistic label of the predefined linguistic term set \( S \) and symbolic translation, respectively. A linguistic interval 2-tuple can be converted into an interval number \([\beta_1, \beta_2]\) \((\beta_1, \beta_2 \in [0, g], \beta_1 \leq \beta_2)\) as follows:

\[
\triangle^{-1}([(s_i, \alpha_1), (s_j, \alpha_2)]) = [i + \alpha_1, j + \alpha_2] = [\beta_1, \beta_2].
\]

On the contrary, an interval number \([\beta_1, \beta_2]\) \((\beta_1, \beta_2 \in [0, g], \beta_1 \leq \beta_2)\) can be transformed into a linguistic interval 2-tuple by the following function:

\[
\triangle([\beta_1, \beta_2]) = [(s_i, \alpha_1), (s_j, \alpha_2)] = \begin{cases} 
(s_i, & i = \text{round}(\beta_1) \wedge \beta_1 \leq \beta_2; \\
(s_j, & j = \text{round}(\beta_2) \\
\alpha_1 = \beta_1 - i, & \alpha_1 \in [-0.5, 0.5) \\
\alpha_2 = \beta_2 - j, & \alpha_2 \in [-0.5, 0.5) 
\end{cases}
\]

The negation operator over the linguistic interval 2-tuples is defined as follows:

\[
\text{Neg}([(s_i, \alpha_1), (s_j, \alpha_2)]) = \triangle\left([1 - \triangle^{-1}(s_i, \alpha_2), 1 - \triangle^{-1}(s_i, \alpha_1)]\right).
\]

Specially, if \( s_i = s_j \) and \( \alpha_1 = \alpha_2 \), then the linguistic interval 2-tuple representation model reduces to the 2-tuple linguistic representation model.

To compare linguistic interval 2-tuples, we propose the score and accuracy functions as follows.

**Definition 3.** For a linguistic interval 2-tuple \( A = [(s_i, \alpha_1), (s_j, \alpha_2)] \), its score function is expressed as follows:

\[
S(A) = (i + j)/2 + (\alpha_1 + \alpha_2)/2.
\]
It is obvious that $0 \leq S(A) \leq g$. The score function is regarded as a basis to compare two linguistic interval 2-tuples. For two linguistic interval 2-tuples, the one with a larger score function corresponds to the larger linguistic interval 2-tuple. However, it is really possible that two different linguistic interval 2-tuples may have an identical score value. In such a case, the accuracy function should be taken into account.

**Definition 4.** For a linguistic interval 2-tuple $A = [(s_i, \alpha_i), (s_j, \alpha_j)]$, its accuracy function is expressed as follows:

$$H(A) = (j - i) + (\alpha_2 - \alpha_1).$$

It is easy to prove that $0 \leq H(A) \leq g$. For two linguistic interval 2-tuples with the same score function, the smaller the accuracy function, the larger the corresponding linguistic interval 2-tuple.

Based on the score function and accuracy function, the procedure to compare two linguistic interval 2-tuples is listed as follows.

- **1.** If $S(A) < S(B)$, then $A < B$;
- **2.** If $S(A) = S(B)$, then:
  - (a) if $H(A) < H(B)$, then $A > B$;
  - (b) if $H(A) = H(B)$, then $A = B$.

Intuitively, the score function and the accuracy function of a linguistic interval 2-tuple denote the center and the width of the linguistic interval 2-tuple, respectively. For two linguistic interval 2-tuples, the larger the center, the larger the corresponding linguistic interval 2-tuple. If two linguistic interval 2-tuples have the same center, the larger the width, the smaller the corresponding linguistic interval 2-tuple.

### 4. Linguistic interval 2-tuple power aggregation operators

Based on the PA operator and the above linguistic interval 2-tuple representation model, we define a LI2TPA operator as follows.

**Definition 5.** Let $X = \{(s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n')\}$ be a set of linguistic interval 2-tuples. The linguistic interval 2-tuple power average (LI2TPA) operator is defined as

$$LI2TPA\left([(s_1, \alpha_1), (s_1', \alpha_1')], \ldots, [(s_n, \alpha_n), (s_n', \alpha_n')]\right)_{j,l} = \frac{\sum_{j=1}^{n} (1 + M) \triangle^{-1} \left(\left[left[(s_j, \alpha_j), (s_j', \alpha_j')\right]\right)_{j,l}}{\sum_{j=1}^{n} (1 + M)}$$

where $M = T\left([(s_j, \alpha_j), (s_j', \alpha_j')], [(s_i, \alpha_i), (s_i', \alpha_i')]\right)$ and $Sup\left([(s_j, \alpha_j), (s_j', \alpha_j')], [(s_i, \alpha_i), (s_i', \alpha_i')]\right)$ is the support for the linguistic interval 2-tuple $[(s_j, \alpha_j), (s_j', \alpha_j')]$ from $[(s_i, \alpha_i), (s_i', \alpha_i')]$, which satisfies the following three properties:

1. $Sup\left([(s_j, \alpha_j), (s_j', \alpha_j')], [(s_i, \alpha_i), (s_i', \alpha_i')]\right) \subseteq [0, 1]$;
2. $Sup\left([(s_j, \alpha_j), (s_j', \alpha_j')], [(s_i, \alpha_i), (s_i', \alpha_i')]\right) = Sup\left([(s_i, \alpha_i), (s_i', \alpha_i')], [(s_j, \alpha_j), (s_j', \alpha_j')]\right)$;
3. $Sup\left([(s_j, \alpha_j), (s_j', \alpha_j')], [(s_i, \alpha_i), (s_i', \alpha_i')]\right) \geq Sup\left([(s_i, \alpha_i), (s_i', \alpha_i')], [(s_j, \alpha_j), (s_j', \alpha_j')]\right)$ if $d\left([(s_j, \alpha_j), (s_j', \alpha_j')], [(s_i, \alpha_i), (s_i', \alpha_i')]\right) = d\left([(s_i, \alpha_i), (s_i', \alpha_i')], [(s_j, \alpha_j), (s_j', \alpha_j')]\right)$, where $d$ is a distance measure for linguistic interval 2-tuples.

Obviously, the support measure is essentially a similarity index, i.e., the closer the two linguistic interval 2-tuples are, then the more the support measure is, the more their similarity is.

In the following, we discuss some desired properties of the LI2TPA operator.

**Theorem 1.** Let $Sup\left([(s_i, \alpha_i), (s_i', \alpha_i')], [(s_j, \alpha_j), (s_j', \alpha_j')]\right) = k$, for all $i \neq j$, then

$$LI2TPA\left([(s_1, \alpha_1), (s_1', \alpha_1')], \ldots, [(s_n, \alpha_n), (s_n', \alpha_n')]\right)_{j,l} = \frac{1}{n} \sum_{j=1}^{n} \triangle^{-1} \left(\left[left[(s_j, \alpha_j), (s_j', \alpha_j')\right]\right)_{j,l}$$

which indicates that when all the supports are the same, the LI2TPA operator is simply a linguistic interval 2-tuple average operator.

**Proof.** If $Sup\left([(s_i, \alpha_i), (s_i', \alpha_i')], [(s_j, \alpha_j), (s_j', \alpha_j')]\right) = k$, for all $i \neq j$, then

$$T\left([(s_j, \alpha_j), (s_j', \alpha_j')]\right) = (n - 1)k$$
Thus
\[ LI2TPA \left( \left\{ (s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n') \right\} \right) = \Delta \left( \sum_{j=1}^{n} \frac{1}{n} \triangle^{-1} \left( \left( \left( s_j, \alpha_j \right), (s_j', \alpha_j') \right) \right) \right) = \Delta \left( \frac{\sum_{j=1}^{n} \triangle^{-1} \left( \left( (s_j, \alpha_j), (s_j', \alpha_j') \right) \right)}{\sum_{j=1}^{n} (1 + (n - 1)k)} \right) \]

which is simply a linguistic interval 2-tuple average operator.

Especially, if \( \text{Sup} \left( \left\{ (s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n') \right\} \right) = 0 \), for all \( i \neq j \), i.e., all the supports are zero, then there is no support in the LI2TPA, and in this case, we have \( T \left( \left( \left( s_j, \alpha_j \right), (s_j', \alpha_j') \right) \right) = 0 \). By Eq. (1), it is clear that the LI2TPA operator reduces to the LI2TA operator.

\[ \square \]

**Theorem 2.** (Commutativity) Let \( \left\{ \left( s_1, \alpha_1 \right), (s_1', \alpha_1') \right\}, \ldots, \left\{ (s_n, \alpha_n), (s_n', \alpha_n') \right\} \) and \( \left\{ \left( s_1', \alpha_1' \right), (s_1'', \alpha_1'') \right\}, \ldots, \left\{ (s_n'', \alpha_n''), (s_n''', \alpha_n'''') \right\} \) be two collections of linguistic interval 2-tuples, then

\[ LI2TPA \left( \left\{ (s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n') \right\} \right) = LI2TPA \left( \left\{ (s_1', \alpha_1'), (s_1'', \alpha_1'') \right\} \right) \]

where \( \left\{ \left( s_1', \alpha_1' \right), (s_1'', \alpha_1'') \right\}, \ldots, \left\{ (s_n'', \alpha_n''), (s_n''', \alpha_n'''') \right\} \) is any permutation of \( \left\{ (s_1, \alpha_1), (s_1', \alpha_1') \right\}, \ldots, \left\{ (s_n, \alpha_n), (s_n', \alpha_n') \right\} \).

**Proof.** Let

\[ LI2TPA \left( \left\{ (s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n') \right\} \right) = \Delta \left( \frac{\sum_{j=1}^{n} \triangle^{-1} \left( \left( (s_j, \alpha_j), (s_j', \alpha_j') \right) \right)}{\sum_{j=1}^{n} (1 + (n - 1)k)} \right) \]

\[ LI2TPA \left( \left\{ (s_1, \alpha_1'), (s_1'', \alpha_1'') \right\} \right) = \Delta \left( \frac{\sum_{j=1}^{n} \triangle^{-1} \left( \left( (s_j', \alpha_j'), (s_j'', \alpha_j'') \right) \right)}{\sum_{j=1}^{n} (1 + (n - 1)k)} \right) \]

where \( M = T \left( \left( (s_j', \alpha_j'), (s_j'', \alpha_j'') \right) \right) \), \( M' = T \left( \left( (s_j, \alpha_j), (s_j', \alpha_j') \right) \right) \).

Since \( \left\{ (s_1', \alpha_1'), (s_1'', \alpha_1'') \right\}, \ldots, \left\{ (s_n'', \alpha_n''), (s_n''', \alpha_n'''') \right\} \) is any permutation of \( \left\{ (s_1, \alpha_1), (s_1', \alpha_1') \right\}, \ldots, \left\{ (s_n, \alpha_n), (s_n', \alpha_n') \right\} \), then we have \( M = M' \), \( \sum_{j=1}^{n} (1 + M) = \sum_{j=1}^{n} (1 + M') \), and

\[ LI2TPA \left( \left\{ (s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n') \right\} \right) = LI2TPA \left( \left\{ (s_1', \alpha_1'), (s_1'', \alpha_1''), \ldots, (s_n'', \alpha_n''), (s_n''', \alpha_n'''') \right\} \right) \]

\[ \square \]

**Theorem 3.** (Idempotency) Let \( \left\{ (s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n') \right\} \) be a collection of linguistic interval 2-tuples, if all \( (s_j, \alpha_j), (s_j', \alpha_j') \) are equal, i.e., \( (s_j, \alpha_j), (s_j', \alpha_j') \) equal \( (s, \alpha), (s', \alpha') \) for all \( j \), then

\[ LI2TPA \left( \left\{ (s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n') \right\} \right) = \left( (s, \alpha), (s', \alpha') \right) \]

**Proof.** If \( (s_j, \alpha_j), (s_j', \alpha_j') \) are equal, i.e., \( (s, \alpha), (s', \alpha') \) equal \( (s_j, \alpha_j), (s_j', \alpha_j') \) for all \( j \), then

\[ LI2TPA \left( \left\{ (s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n') \right\} \right) = \Delta \left( \frac{\sum_{j=1}^{n} \triangle^{-1} \left( \left( (s_j, \alpha_j), (s_j', \alpha_j') \right) \right)}{\sum_{j=1}^{n} (1 + M)} \right) \]

\[ \square \]

**Theorem 4.** (Boundedness) Let \( \left\{ (s_1, \alpha_1), (s_1', \alpha_1') \right\}, \ldots, \left\{ (s_n, \alpha_n), (s_n', \alpha_n') \right\} \) be a collection of linguistic interval 2-tuples, then

\[ \min_j \left( (s_j, \alpha_j), (s_j', \alpha_j') \right) \leq \text{LI2TPA} \left( \left\{ (s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n') \right\} \right) \leq \max_j \left( (s_j, \alpha_j), (s_j', \alpha_j') \right) \]

**Proof.** Since \( \min_j \left( (s_j, \alpha_j), (s_j', \alpha_j') \right) \leq \text{LI2TPA} \left( \left\{ (s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n') \right\} \right) \leq \max_j \left( (s_j, \alpha_j), (s_j', \alpha_j') \right) \]
If weighted power average (LI2TPA) operator.

\[ \min_j\left(\left[(s_j, a_j), (s_j, a_j)\right]\right) \]

The LI2TPA operator is simply a linguistic interval 2-tuple operator, which indicates a permutation of \{[(s_1, a_1, (s_1, a_1), \ldots, [(s_n, a_n), (s_n, a_n)]\}.

\[ LI2TPA\left([(s_1, a_1, (s_1, a_1), \ldots, [(s_n, a_n), (s_n, a_n)]\right) \]

The LI2TPA operator is generally does not hold.

**Theorem 5.** Let \( \text{Sup}\left([(s_1, a_1, (s_1, a_1), \ldots, [(s_1, a_1, (s_1, a_1)) \right) = k, \text{for all } i \neq j, \text{then} \]

\[ LI2TPA\left([(s_1, a_1, (s_1, a_1), \ldots, [(s_n, a_n), (s_n, a_n)]\right) \]

which indicates that when all the supports are the same, the LI2TPA operator is simply a linguistic interval 2-tuple weighted average (LI2TWA) operator.

**Proof.** If \( \text{Sup}\left([(s_1, a_1, (s_1, a_1), \ldots, [(s_1, a_1, (s_1, a_1)) \right) = k, \text{for all } i \neq j, \text{then} \]

\[ T\left([(s_j, a_j), (s_j, a_j)) \right) = (n - 1)k \]

thus

\[ LI2TPA\left([(s_1, a_1, (s_1, a_1), \ldots, [(s_n, a_n), (s_n, a_n)]\right) \]

which is simply a linguistic interval 2-tuple weighted average (LI2TWA) operator.

**Conclusion.**

Base on the OWA operator and the LI2TWA operator, we define a linguistic interval 2-tuple power average (LI2TPA) operator.
ordered weighted average (LI2TPOWA) operator as follows.

**Definition 6.** Let $\{(s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n')\}$ be a collection of linguistic interval 2-tuples, then a linguistic interval 2-tuple power ordered weighted average (LI2TPOWA) operator is defined as follows:

$$LI2TPOWA(\{(s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n')\}) = \Delta \left( \sum_{j=1}^{n} u_j \Delta^{-1} \left( [s_{\sigma(j)}, \alpha_{\sigma(j)}], [s_{\sigma(j)'}, \alpha_{\sigma(j)'}] \right) \right)$$

where $(\sigma(1), \sigma(2), \ldots, \sigma(n))$ is a permutation of $(1, 2, \ldots, n)$ such that $[s_{\sigma(j)-1}, \alpha_{\sigma(j)-1}) \cup (s_{\sigma(j)'}, \alpha_{\sigma(j)'}) \cup [s_{\sigma(j)+1}, \alpha_{\sigma(j)+1}) \cup (s_{\sigma(j)}, \alpha_{\sigma(j)})$ for all $j$, and

$$u_j = g \left( \frac{B_j}{TV} \right) - g \left( \frac{B_{j-1}}{TV} \right)$$

$$B_j = \sum_{i=1}^{j} V_{\sigma(i)}, \quad TV = \sum_{j=1}^{n} V_{\sigma(j)}$$

$$V_{\sigma(j)} = 1 + T([s_{\sigma(j)}, \alpha_{\sigma(j)}], [s_{\sigma(j)'}, \alpha_{\sigma(j)'})]$$

and $g : [0, 1] \rightarrow [0, 1]$ is a basic unit-interval monotonic (BUM) function having the following properties: (1) $g(0) = 0$; (2) $g(1) = 1$; (3) $g(x) \geq g(y)$, if $x \geq y$. $T([s_{\sigma(j)}, \alpha_{\sigma(j)}], [s_{\sigma(j)'}, \alpha_{\sigma(j)'})]$ denotes the support of the $j$th largest argument by all the other arguments, i.e., $T([s_{\sigma(j)}, \alpha_{\sigma(j)}], [s_{\sigma(j)'}, \alpha_{\sigma(j)'})] \cup [s_{\sigma(j)}, \alpha_{\sigma(j)}), \alpha_{\sigma(j)'}), \alpha_{\sigma(j)'}), [s_{\sigma(j)'}, \alpha_{\sigma(j)'})], \alpha_{\sigma(j)'}), (s_{\sigma(j)'}, \alpha_{\sigma(j)'})])$ and $\sup([s_{\sigma(j)}, \alpha_{\sigma(j)}], [s_{\sigma(j)'}, \alpha_{\sigma(j)'})] \cup [s_{\sigma(j)}, \alpha_{\sigma(j)}), \alpha_{\sigma(j)'}), \alpha_{\sigma(j)'}), [s_{\sigma(j)'}, \alpha_{\sigma(j)'})])$ is the support for the $j$th largest argument from the $j$th largest argument.

Especially, if $g(x) = x$, then the LI2TPOWA operator reduces to the LI2TPA operator. Similar to the LI2TPA operator, we have the following results.

**Theorem 6.** Let $\sup([s_{\sigma(j)}, \alpha_{\sigma(j)}], [s_{\sigma(j)'}, \alpha_{\sigma(j)'})] \cup [s_{\sigma(j)}, \alpha_{\sigma(j)}), \alpha_{\sigma(j)'}), \alpha_{\sigma(j)'}), [s_{\sigma(j)'}, \alpha_{\sigma(j)'})], \alpha_{\sigma(j)'}), (s_{\sigma(j)'}, \alpha_{\sigma(j)'})]) = k$, for all $i \neq j$, and $g(x) = x$, then $LI2TPOWA(\{(s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n')\}) = \Delta \left( \sum_{j=1}^{n} \Delta^{-1} \left( [s_{j}, \alpha_{j}), (s_{j}' \alpha_j') \right) \right)$, which indicates that when all the supports are the same, the LI2TPOWA reduces to the simple linguistic interval 2-tuple average operator.

**Theorem 7.** (Commutativity) Let $\{(s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n')\}$ and $\{(s'_1, \alpha'_1), (s'_1', \alpha'_1'), \ldots, (s'_n, \alpha'_n), (s'_n', \alpha'_n')\}$ be two collections of linguistic interval 2-tuples, then

$$LI2TPOWA(\{(s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n')\}) = LI2TPOWA(\{(s'_1, \alpha'_1), (s'_1', \alpha'_1'), \ldots, (s'_n, \alpha'_n), (s'_n', \alpha'_n')\})$$

where $\{(s'_1, \alpha'_1), (s'_1', \alpha'_1'), \ldots, (s'_n, \alpha'_n), (s'_n', \alpha'_n')\}$ is any permutation of $\{(s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n')\}$.

**Theorem 8.** (Idempotency) Let $\{(s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n')\}$ be a collection of linguistic interval 2-tuples, if all $([s_j, \alpha_j), (s_j', \alpha_j'))$ are equal, i.e., $\sup([s_j, \alpha_j), (s_j', \alpha_j')) = ([s, \alpha), (s', \alpha')]$, for all $j$, then $LI2TPOWA(\{(s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n')\}) = ([s, \alpha), (s', \alpha')]$.

**Theorem 9.** (Boundedness) Let $\{(s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n')\}$ be a collection of linguistic interval 2-tuples, then $\min([s_j, \alpha_j), (s_j', \alpha_j')) \leq LI2TPOWA(\{(s_1, \alpha_1), (s_1', \alpha_1'), \ldots, (s_n, \alpha_n), (s_n', \alpha_n')\}) \leq \max([s_j, \alpha_j), (s_j', \alpha_j'))$.

According to above theoretical analysis, we know that both the LI2TWPA and LI2TPOWA operators can take into account the aggregated arguments and their relationships. Then, the difference between the two new operators is that the LI2TWPA operator emphasizes the importance of each aggregated argument, while the LI2TPOWA operator more weights the importance of the ordered position of each aggregated argument. In many multiple attribute group decision making problems, some individuals may provide unduly high or unduly low performance values to their preferred or repugnant objects. The prominent advantage of the developed operators is that the associated weights are derived directly from the aggregated performance values by using the support measure. The more support the performance value provided by a decision maker to all the other aggregated performance values provided by other decision makers, the more the associated weight. Thus, the new operators can reduce the influence of
these unduly high or unduly low performance values, thereby making the decision making process more reasonable.

5. Approaches to multiple attribute group decision making based on linguistic interval 2-tuple power aggregation operators

In this section, we apply the above linguistic interval 2-tuple power aggregation operators to solve multiple attribute group decision making under linguistic environment.

For a multiple attribute group decision making problem under linguistic environment, let \( X = \{x_1, x_2, \ldots, x_m\} \) be a set of finite alternatives, \( C = \{c_1, c_2, \ldots, c_n\} \) be a set of finite attributes and \( \omega = (\omega_1, \omega_2, \ldots, \omega_n)^T \) be the weighting vector of attributes, where \( \omega_j \in [0, 1], j = 1, 2, \ldots, n, \sum_{j=1}^{n} \omega_j = 1 \). Let \( D = \{d_1, d_2, \ldots, d_t\} \) be the set of decision makers, whose weighting vector is \( w = (w_1, w_2, \ldots, w_t)^T \), with \( w_k \in [0, 1] \) and \( \sum_{k=1}^{t} w_k = 1 \). Assume that each decision maker provides his/her own decision matrix, whose weighting vector is \( \rho = (\rho_1, \rho_2, \ldots, \rho_t)^T \), with \( \rho_k \in [0, 1] \) and \( \sum_{k=1}^{t} \rho_k = 1 \). Then, we apply the LI2TWPA operator to develop an approach to multiple attribute group decision making under linguistic environment, which can be summarized as follows:

5.1. Approach 1

Step 1. Transform the linguistic interval decision matrix \( A(k) = (d_{ij})_{m \times n} \), i.e., \( A(k) = ([s_{ij}^{(l)}, s_{ij}^{(r)}])_{m \times n} \) into linguistic interval 2-tuple decision matrix \( A^1(k) = ([s_{ij}^{(l)}], [s_{ij}^{(r)}])_{m \times n} \).

Step 2. Calculate the support measure for the linguistic interval 2-tuple \([s_{ij}^{(l)}, s_{ij}^{(r)}], [s_{ij}^{(l)}, s_{ij}^{(r)}], [s_{ij}^{(l)}, s_{ij}^{(r)}]] \), i.e.,

\[
\text{Support}([s_{ij}^{(l)}, s_{ij}^{(r)}], [s_{ij}^{(l)}, s_{ij}^{(r)}], [s_{ij}^{(l)}, s_{ij}^{(r)}]]) = 1 - d([s_{ij}^{(l)}], [s_{ij}^{(r)}], [s_{ij}^{(l)}], [s_{ij}^{(r)}]), \quad h = 1, 2, \ldots, t, \quad i = 1, 2, \ldots, m, \quad j = 1, 2, \ldots, n, \quad k \neq h,
\]

which satisfy the support conditions (1)-(3) in section 3, without loss of generality, here we let

\[
d([s_{ij}^{(l)}, s_{ij}^{(r)}], [s_{ij}^{(l)}, s_{ij}^{(r)}], [s_{ij}^{(l)}, s_{ij}^{(r)}]]) = \frac{1}{\sqrt{2}} \sqrt{\frac{1}{2}(M + N)}
\]

where \( M = (\triangle^{-1}(s_{ij}^{(l)}, 0) - \triangle^{-1}(s_{ij}^{(l)}, 0))^2, N = (\triangle^{-1}(s_{ij}^{(r)}, 0) - \triangle^{-1}(s_{ij}^{(r)}, 0))^2.\)

Step 3. Calculate the support \( T([s_{ij}^{(l)}], [s_{ij}^{(r)}]) \) of the linguistic interval 2-tuple \([s_{ij}^{(l)}], [s_{ij}^{(r)}]] \) by other linguistic interval 2-tuples \([s_{ij}^{(l)}], [s_{ij}^{(r)}]] \) (\( h = 1, 2, \ldots, t \) and \( k \neq h \)),

\[
T([s_{ij}^{(l)}], [s_{ij}^{(r)}]])) = \sum_{h=1}^{t} w_k (1 + T([s_{ij}^{(l)}], [s_{ij}^{(r)}]]))
\]

and then utilize the weights \( w_k (k = 1, 2, \ldots, t) \) of the decision makers \( d_k (k = 1, 2, \ldots, t) \) to calculate the weights \( \sigma_{ij}^{(k)} (k = 1, 2, \ldots, t) \) associated with the linguistic interval 2-tuples \([s_{ij}^{(l)}], [s_{ij}^{(r)}]] \) (\( k = 1, 2, \ldots, t \)),

\[
\sigma_{ij}^{(k)} = \frac{w_k (1 + T([s_{ij}^{(l)}], [s_{ij}^{(r)}]]))}{\sum_{k=1}^{t} w_k (1 + T([s_{ij}^{(l)}], [s_{ij}^{(r)}]]))}
\]

where \( \sigma_{ij}^{(k)} \geq 0, k = 1, 2, \ldots, t, \) and \( \sum_{k=1}^{t} \sigma_{ij}^{(k)} = 1 \).

Step 4. Utilize the LI2TWPA operator to aggregate all the individual decision matrices \( \overline{A}^{(k)} = ([s_{ij}^{(l)}], [s_{ij}^{(r)}]]))_{m \times n} \) into the collective decision matrix \( \overline{A} = ([s_{ij}^{(l)}], [s_{ij}^{(r)}]]))_{m \times n} \), where \( \overline{A} = \text{LI2TWPA}([s_{ij}^{(l)}], [s_{ij}^{(r)}]]))_{m \times n} \).

Step 5. Utilize the decision matrix \( \overline{A} = ([s_{ij}^{(l)}], [s_{ij}^{(r)}]]))_{m \times n} \) and the LI2TWPA operator, i.e., \( \overline{z}_i = \text{LI2TWPA}_{\overline{A}}([s_{ij}^{(l)}], [s_{ij}^{(r)}]]), \ldots, [s_{im}^{(l)}], [s_{im}^{(r)}]] \) to derive the collective overall performance values \( \overline{z}_i (i = 1, 2, \ldots, m) \) of the alternatives \( x_i (i = 1, 2, \ldots, m) \).
1, 2, ..., m), where \( \omega = (\omega_1, \omega_2, \ldots, \omega_m)^T \) is the weighting vector of attributes.

**Step 6.** Rank all the alternatives and select the best one(s) in accordance with the overall values of linguistic interval 2-tuples \( \pi_i \ (i = 1, 2, \ldots, m) \).

**Step 7.** End.

If the information about the weights of decision makers are unknown, we utilize the LI2TPOWA operator to develop another approach to multiple attribute group decision making under linguistic environment, which involves the following steps:

### 5.2. Approach II

**Step 1.** For this step, see Approach I.

**Step 2.** Calculate \( \text{Sup} \left( \left( [s_{ij}(\sigma(k)), 0), (s_{ij}(\sigma(k)), 0) \right], \right. \)

\( \left. \left( [s_{ij}(\sigma(h)), 0), (s_{ij}(\sigma(h)), 0) \right) \right) \) \ (h = 1, 2, ..., \( t \)), 1 = 1, 2, ..., \( m \), \( j = 1, 2, \ldots, n \) and \( k \neq h \) according to Step 2 of approach I, which indicates the support for the \( k \)th largest linguistic interval 2-tuple \( [s_{ij}(\sigma(k)), 0), (s_{ij}(\sigma(k)), 0) \] from the \( h \)th largest linguistic interval 2-tuple \( [s_{ij}(\sigma(h)), 0), (s_{ij}(\sigma(h)), 0) \].

**Step 3.** Calculate the support \( T \left( \left( [s_{ij}(\sigma(k)), 0), \right. \)

\( \left. [s_{ij}(\sigma(k)), 0) \right) \right) \) of the \( k \)th largest linguistic interval 2-tuple \( [s_{ij}(\sigma(k)), 0), (s_{ij}(\sigma(k)), 0) \] by the other linguistic interval 2-tuples \( [s_{ij}(\sigma(q)), 0), (s_{ij}(\sigma(q)), 0) \] \ (q = 1, 2, ..., \( t \)) and \( q \neq \sigma(k) \), i.e., \( T \left( \left( [s_{ij}(\sigma(k)), 0), (s_{ij}(\sigma(k)), 0) \right) \right) = \sum_{h=1, k \neq h}^{m} \text{Sup} \left( \left( [s_{ij}(\sigma(k)), 0), (s_{ij}(\sigma(h)), 0), \right. \right. \left. (s_{ij}(\sigma(h)), 0) \right) \right) \), and utilize Eq.(3), Eq.(4) and Eq.(5) to calculate the weight \( u_{ij}^{(k)} \) associated with the \( k \)th largest linguistic interval 2-tuple \( [s_{ij}(\sigma(k)), 0), (s_{ij}(\sigma(k)), 0) \], where

\[
u_{ij}^{(k)} = g \left( \frac{B_{ij}^{(k)}}{TV_{ij}} \right) - g \left( \frac{B_{ij}^{(k-1)}}{TV_{ij}} \right),
\]

\[
B_{ij}^{(k)} = \sum_{q=1}^{k} V_{ij}^{(\sigma(q)), TV_{ij}} = \sum_{q=1}^{t} V_{ij}^{(\sigma(q)), TV_{ij}},
\]

\[
V_{ij}^{(\sigma(q)), TV_{ij}} = 1 + T \left( \left( [s_{ij}(\sigma(q)), 0), (s_{ij}(\sigma(q)), 0) \right) \right),
\]

and \( u_{ij}^{(k)} \geq 0, k = 1, 2, \ldots, t, \) and \( \sum_{k=1}^{t} u_{ij}^{(k)} = 1 \) is the BUM function, as described in section 3.

**Step 4.** Utilize the LI2TPOWA operator to aggregate all the individual decision matrices \( A^{(k)} = \left( \left( [s_{ij}^{(k)}, 0), (s_{ij}^{(k)}, 0) \right) \right)_{m \times n} \) into the collective decision matrix \( \bar{A} = \left( \bar{a}_{ij} \right)_{m \times n} = \left( \left( [s_{ij}^{(k)}, \alpha_{ij}^{(k)}), (s_{ij}^{(k)}, \alpha_{ij}^{(k)}) \right) \right)_{m \times n}, \) where \( \bar{a}_{ij} = \text{LI2TPOWA}(\left( [s_{ij}^{(1)}, 0), (s_{ij}^{(1)}, 0), \ldots, \left( [s_{ij}^{(t)}, 0), (s_{ij}^{(t)}, 0) \right) \right) = \Delta \left( \sum_{k=1}^{t} u_{ij}^{(k)} \right) \left( \left( [s_{ij}(\sigma(k)), 0), (s_{ij}(\sigma(k)), 0) \right) \right). \)

**Step 5.** For this step, see Approach I.

**Step 6.** For this step, see Approach I.

**Step 7.** End.

### 6. Illustrative example

**Example 1.** Suppose an investment company wants to invest a sum of money in the best option. There is a panel with four possible alternatives of where to invest the money: \( B_1 \) is a car industry; \( B_2 \) is a food company; \( B_3 \) is a computer company; \( B_4 \) is an arms industry. The investment company must make a decision according to four attributes: \( C_1 \) is the risk analysis; \( C_2 \) is the growth analysis; \( C_3 \) is the social-political impact analysis. The weighting vector of attributes is \( w = (0.3, 0.5, 0.2) \). Three experts, whose weighting vector is \( \lambda = (0.3, 0.3, 0.4) \), are invited to provide their assessments for each alternative on each attribute using the predefined linguistic term set \( S = \{ s_0 = \text{very poor}, s_1 = \text{poor}, s_2 = \text{slightly poor}, s_3 = \text{fair}, s_4 = \text{slightly good}, s_5 = \text{good}, s_6 = \text{very good} \}. \)

The decision matrices \( A^{(1)} = \left( \left( [s_{ij}^{(k)}, s_{ij}^{(k)}) \right)_{4 \times 3} (k = 1, 2, 3) \) are provided as follows:

\[
A^{(1)} = \begin{bmatrix}
B_1 & C_1 & C_2 & C_3 \\
B_2 & B_3 & B_4 & B_5 & B_6 & B_7 & B_8 & B_9 \\
B_1 & [s_3, s_4] & [s_2, s_4] & [s_3, s_5] \\
B_2 & [s_3, s_5] & [s_2, s_5] & [s_4, s_6] \\
B_3 & [s_0, s_1] & [s_1, s_3] & [s_1, s_3] \\
B_4 & [s_3, s_5] & [s_4, s_6] & [s_5, s_4]
\end{bmatrix}
\]
Consider that the weighting vector of the three decision makers are known, here, we utilize Approach I to reach the decision results:

**Step 1.** Transform the linguistic integral decision matrices $A^{(k)} = ([s_{ij}^{(k)}, r_{ij}^{(k)}])_{4 \times 3}$ ($k = 1, 2, 3$) into linguistic integral 2-tuple decision matrices $\overline{A}^{(k)} = ([[s_{ij}^{(k)}, 0], [s_{ij}^{(k)}, 0]])_{4 \times 3}$ ($k = 1, 2, 3$), $\overline{A}^{(1)}$, $\overline{A}^{(2)}$ and $\overline{A}^{(3)}$ are respectively listed in the following:

$\overline{A}^{(1)} = \begin{pmatrix}
[s_1, s_4] & [s_1, s_3] & [s_2, s_3] \\
[s_4, s_1] & [s_3, s_4] & [s_1, s_3] \\
[s_3, s_5] & [s_3, s_6] & [s_4, s_6] \\
[s_5, s_4] & [s_2, s_4] & [s_5, s_6]
\end{pmatrix}$

$\overline{A}^{(2)} = \begin{pmatrix}
[s_3, s_4] & [s_4, s_6] & [s_1, s_2] \\
[s_2, s_4] & [s_3, s_4] & [s_1, s_3] \\
[s_1, s_2] & [s_5, s_6] & [s_3, s_5] \\
[s_4, s_5] & [s_2, s_4] & [s_5, s_6]
\end{pmatrix}$

**Step 2.** According to Step 2 of Approach I, calculate the supports $\text{Sup}^{(h)}([[s_{ij}^{(h)}, 0], [s_{ij}^{(h)}, 0]], [[s_{ij}^{(h)}, 0], [s_{ij}^{(h)}, 0]])$ ($i = 1, 2, 3, 4, \; j = 1, 2, 3, \; k, h = 1, 2, 3$ and $k \neq h$). For simplicity, we denote $\overline{A}_{ij}^{(k)} (i = 1, 2, 3, \; j = 1, 2, 3, \; and \; k = 1, 2, 3)$. Associated with the linguistic interval 2-tuples $[[s_{ij}^{(k)}, 0], [s_{ij}^{(k)}, 0]] (i = 1, 2, 3, \; j = 1, 2, 3, \; and \; k = 1, 2, 3)$ and $A^{(h)}$, and they are listed in the following:

$$\text{Sup}^{12} = \text{Sup}^{21} = \begin{pmatrix}
0.7365 & 0.8333 & 0.7365 \\
0.8333 & 0.8333 & 0.5000 \\
0.3333 & 0.5751 & 0.3128 \\
0.8821 & 0.6273 & 0.8821
\end{pmatrix}$$

$$\text{Sup}^{13} = \text{Sup}^{31} = \begin{pmatrix}
1.000 & 0.6667 & 0.5751 \\
0.8333 & 0.8333 & 0.7365 \\
0.8333 & 0.4107 & 0.4730 \\
0.8821 & 0.6667 & 0.6667
\end{pmatrix}$$

$$\text{Sup}^{23} = \text{Sup}^{32} = \begin{pmatrix}
0.7365 & 0.5000 & 0.8333 \\
1.000 & 1.000 & 0.7365 \\
0.5000 & 0.7643 & 0.8333 \\
0.8333 & 0.8333 & 0.5751
\end{pmatrix}$$

**Step 3.** Calculate the support $T([[s_{ij}^{(k)}, 0], [s_{ij}^{(k)}, 0]], [[s_{ij}^{(h)}, 0], [s_{ij}^{(h)}, 0]])$ by other linguistic interval 2-tuples $[[s_{ij}^{(h)}, 0], [s_{ij}^{(k)}, 0]] (h = 1, 2, 3, \; and \; k \neq h)$. We denote $(T([[s_{ij}^{(k)}, 0], [s_{ij}^{(k)}, 0]], [[s_{ij}^{(h)}, 0], [s_{ij}^{(h)}, 0]]))_{4 \times 3}$ by $T_k$ ($k = 1, 2, 3$), which are shown in the following:

$$T_1 = \begin{pmatrix}
1.7365 & 1.5000 & 1.3116 \\
1.6666 & 1.6666 & 1.2365 \\
1.1666 & 0.9858 & 0.7858 \\
1.7642 & 1.2940 & 1.5488
\end{pmatrix}$$

$$T_2 = \begin{pmatrix}
1.4730 & 1.3333 & 1.5698 \\
1.8333 & 1.8333 & 1.2365 \\
0.8333 & 1.3394 & 1.1461 \\
1.7154 & 1.4606 & 1.4572
\end{pmatrix}$$

$$T_3 = \begin{pmatrix}
1.7365 & 1.1667 & 1.4084 \\
1.8333 & 1.8333 & 1.4730 \\
1.3333 & 1.1750 & 1.3063 \\
1.7154 & 1.5000 & 1.2418
\end{pmatrix}$$

Utilize the weights $\lambda = (0.3, 0.3, 0.4)$ of the three experts to calculate the weights $\overline{A}_{ij}^{(k)} (i = 1, 2, 3, \; j = 1, 2, 3, \; and \; k = 1, 2, 3)$ associated with the linguistic interval 2-tuples $[[s_{ij}^{(k)}, 0], [s_{ij}^{(k)}, 0]] (i = 1, 2, 3, \; j = 1, 2, 3, \; and \; k = 1, 2, 3)$.
To derive the collective overall performance values following:

1; val 2-tuple weighted power average (LI2TWPA) operator, linguistic interval 2-tuple power aggregation operators and their applications

Step 4. Utilize the LI2TWPA operator to aggregate all the individual decision matrixes

\[
\tilde{A}^{(k)} = \left( \left[\left( s_{ij}^{(k)}, 0 \right), \left( s_{ij}^{(k)}, 0 \right) \right] \right)_{4 \times 3} \quad (k = 1, 2, 3)
\]

into the collective decision matrix \( \tilde{A} = (\tilde{a}_{ij})_{4 \times 3} = \left( \left[ \left( s_{ij}, a_{ij}^{l} \right), \left( s_{ij}, a_{ij}^{r} \right) \right] \right)_{4 \times 3} \), which is shown in Eq.(6).

Step 5. Utilize the decision matrix \( \tilde{A} = \left( \left( s_{ij}^{l}, a_{ij}^{l} \right), \left( s_{ij}^{r}, a_{ij}^{r} \right) \right)_{4 \times 3} \) and the LI2TWA operator to derive the collective overall performance values

\( z_{i} (i = 1, 2, 3, 4) \) of the alternatives \( B_{i} (i = 1, 2, 3, 4) \), we have \( z_{1} = \left[ s_{2}, 0.3332 \right], \left( s_{4}, -0.0259 \right) \], \( z_{2} = \left[ s_{1}, -0.4151 \right], \left( s_{4}, 0.2874 \right) \], \( z_{3} = \left[ s_{3}, -0.3734 \right], \left( s_{4}, 0.1859 \right) \], \( z_{4} = \left[ s_{3}, 0.1432 \right], \left( s_{4}, 0.4915 \right) \].

Step 6. Rank all the alternatives and select the best one(s) in accordance with the values of \( z_{i} (i = 1, 2, 3, 4) \).

\[ B_{4} \succ B_{2} \succ B_{3} \succ B_{1} \]

Thus the best alternative is \( B_{4} \).

7. Conclusions

We have developed the linguistic interval 2-tuple representation model and some new linguistic aggregation operators, such as linguistic interval 2-tuple power average (LI2TPA) operator, linguistic interval 2-tuple weighted power average (LI2TWA) operator, linguistic interval 2-tuple power ordered weighted average (LI2TPOWA) operator which are based on PA operator. We have also established some of their properties, such as commutativity, boundedness, etc. Moreover, we have propose two approaches to deal with multiple attribute group decision making problems under linguistic environment. In the situations where the weighting vector of the decision makers is known, we develop an approach which is based on the LI2TWPA operator. On the other hand, in the situations where the weighting vector of the decision makers is unknown, we develop another approach which is based on the LI2TPOWA operator. The prominent advantage of the developed approaches is that they can take all the given arguments and their relationships into account. Therefore, the new approaches can relieve the influence of unduly high or unduly low arguments on the decision results, and thus can make the decision results more reasonable. Finally, a numerical example is provided to illustrate the effectiveness of the new approach.
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