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Abstract: Epilepsy is a neurological disorder characterized by the existence of recurring seizures. Like many 

other neurological disorders, epilepsy can be appraisal by the electroencephalogram (EEG). The EEG signal is 

highly non-linear and non-stationary and consist of lot of data including significant data and artifact and hence, 

it is practically arduous to characterize and interpret it. However, it is a well-established clinical technique with 

low associated costs for detection of various neurological disorders. In this work, we propose a methodology for 

the automatic detection of normal, epilepsy and brain death from recorded EEG signals collected from clinic. 

Discrete wavelet transform is applied for feature extraction. Back Propagation neural network optimized by 

particle swarm optimization is used for classification of neurological disorders. Simple BPNN has several 

drawbacks which mainly include large time duration during EEG signal classification. This drawback is 

removed by PSO. In this paper, the proposed method used to detect the number of neurons in hidden layer of 

BPNN using optimization technique of PSO. Once the numbers of neurons in hidden layers are detected, 

optimum value for initial weights and biases for BPNN estimated which is further used for classification and 

sortilege of various neurological disorders. So that time duration decreases and accuracy increases. EEG signals 

are recorded for 30 minutes of three different patients that are epileptic, normal and brain death used to rehearse 

and test the proposed algorithm. A signal used to test is integrated signal by taking mean of 16 channels. By 

applying techniques to signals of  epilepsy or normal or brain death patient which are known to us we find the 

more accurate results with less number of iteration and time . 

Keywords: EEG Signals, Discrete Wavelet transform (DWT), Back Propagation Neural Network (BPNN), Particle 

Swarm optimization (PSO), and Prediction. 

1 Introduction 

Temporary electrical disturbance of the brain can cause epileptic seizures. Sometimes seizures may go 

unnoticed, depending on their strength, and sometimes may be confused with other events, such as strokes, 

which can also cause falls or migraines. Unfortunately, the occurrence of an epileptic seizure seems 

unpredictable and it may cause even brain death. So, more research is needed for a better understanding of the 

mechanisms which may cause epileptic disorders. Despite rapid advances of neuro imaging techniques, EEG 

recordings continue to play an important role in both the diagnosis of neurological diseases and the 

understanding of psycho physiological processes. In order to extract relevant information from recordings of 

brain electrical activity, variety of computerized-analysis methods has been developed. Most of them assume 

that the EEG signal is generated by a highly complex linear system, which results in characteristic properties 

like non- stationarity and difficulty of prediction. 

In the last decades, the electroencephalogram (EEG) signal was studied, which endow information about only 

electrical activity of the human brain. As Electrical activity of brain is directly read on computers so it becomes 

effective tool in clinical research. But earlier EEG method was invasive method i.e. electrodes are implanted 

directly in to the grey matter of the brain during neuro-surgery thereby direct neural contact via pins. As 

research going on, EEG becomes Non invasive. So it becomes easier to researcher perform research related to 

brain activity. As brain is main part of nervous system, so study of brain is useful in many neurological 

disorders. So EEG can convey valuable clinical information about the current which is being widely used in the 

study of the nervous system properties, for monitoring sleep stages, and for the diagnosis of many disorders 

such as epilepsy, sleep disorders, dementia and brain death.  
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Artificial Neural Networks and Particle Swarm Optimization techniques designed in the form of a hybrid 

structure are used for diagnosis of epilepsy, normal and brain death patients via EEG signals. Idiosyncrasy of 

EEG signals are needed to be determined by employing EEG signals which are recorded from clinic. By using 

PSO first optimizing the parameter i.e. number of neuron in the hidden layer with the mean square error 

during the BPNN rehearsing process such that the mean square error of prediction was 

minimized. PSO is used for updating the HLNN during rehearsing BPNN and a program is constituted for 

classification of EEG signals. Education a recording processes were performed with different parameters by 

means of the constituted program. Testing is performed after the rehearsing process. This hybrid structure 

gives the fast result as compare to the simple BPNN model and gives more accuracy. The obtained 

findings show that the proposed method was effective for achieving accurate results as much as possible with 

the use of hybrid BPNN and PSO.  

2 Literature Survey 

Artificial neural networks have been showed their effectiveness in many real world problems such as signal 

processing, pattern recognition, and classification problems. Although they provide highly generalized solutions, 

there were several unanswered problems detects in using artificial neural networks. Determining the most 

appropriate architecture of artificial neural network is identified as one of those major problems. Generally, the 

performance of a neural network strongly depends on the size of the network. By increasing the number of 

layers generalization ability can be improved. However, this solution may not be computationally optimized. On 

the other hand, too many hidden neurons may over-train the data and which cause the poor generalization. Also, 

too few neurons under-fit the data and hence, network may not train the data properly. Thus, both too many and 

too few neurons show bad generalization. Therefore, determining the most suitable architecture is very 

important in artificial neural networks. As such, a large number of researchers have been carried out to model 

the hidden layer architecture by using various techniques. These techniques can be categorized as pruning 

techniques and constructive techniques. Pruning algorithms start with an oversized network and remove nodes 

until the optimal architecture occurs [28], [29], [30], [31] and [32].  

 In [33], author has been proposed a new pruning algorithm based on backpropagation training to design the 

optimal neural network. The optimal solution is obtained by two steps. First, the number of hidden layers in the 

most efficient network is determined. Then the network tends to the optimal solution by removing all 

unimportant nodes from each layer. The removable nodes are identified through the delta values of hidden 

neurons [34], [35]. The choosing of delta values was based on the fact that the delta values of the hidden layers 

are used to compute the error term of the next training cycle. Hence, delta value is a significant factor in error 

term. Thus, the delta values are used to identify the less saliency neurons and remove them from hidden neurons 

so that the error term tends to the desired limit faster than the backpropagation training. 

In [36], author was proposed a new algorithm for multilayer hidden architecture. The algorithm is based on a 

pruning technique. Hidden neurons were pruned by using the delta values of hidden neurons. The correlation 

between the summation of delta values of each layer at the nth training cycle and the error of the (n+1)
st
 training 

cycle was considered to identify the less saliency neurons. Moreover, neurons with zero delta values were 

recognized as unimportant neurons as they do not have much effect on updating the weights. Therefore hidden 

neurons with small positive or large negative values (depends on the correlation) can be successfully used to 

reduce the size of the multilayer artificial network. In his work,  a benchmark comparison done with the back 

propagation and it demonstrates that new approach can be used to minimize the network by maintaining the 

same error rate as back propagation training with lesser number of training cycles. Further, the modified 

architecture can be obtained with very limited computations. Generally, 5% - 30% of neurons can be removed 

from hidden layers without degrading the performance of the output.  

Artificial Neural Network is appropriate and most effective for pattern recognition, signal processing, and 

classification problems. For proper result ANN requires correct preprocessing of data, selection of architecture 

and training for the network. But the major problem is to select the number of hidden nodes, because the random 

selection of number of hidden nodes may cause the problem of Overfitting and Underfitting. Sometimes the 

network matches the data narrowly and loses its generalization ability over the test data which give rise to 

overtraining. In [37], author gives information regarding the competitive learning approach of finding hidden 

nodes for artificial neural network. The advantage of this proposed method is that it is not approximately 

calculating number of hidden nodes but based on similarity between input data. Here numbers of hidden nodes 

are not predefined but generated during the training time.  

From the experiment author conclude that as increased similarity threshold, numbers of hidden node are 

decreased, improves MSE (min square error).  

He concludes that all the previous methods to find numbers of hidden nodes are based on approximation; where 

have to decide the number of hidden nodes before training the neural network.  
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But proposed method is not based on approximation rather it gives exact solution. Also there is no need to 

decide number of hidden node before training of ANN. In proposed method number of hidden nodes is 

generated automatically during the training of ANN, based on the value of similarity threshold. 

In [38] , author proposed a novel and effective criterion based on the estimation of the signal-to-noise-ratio 

figure (SNRF) to optimize the number of hidden neurons in neural networks to avoid over fitting in the function 

approximation. SNRF can quantitatively measure the useful information left unlearned so that over fitting can 

be automatically detected from the training error only without use of a separate validation set. It is illustrated by 

optimizing the number of hidden neurons in a multi-layer perceptron (MLP) using benchmark datasets. The 

criterion can be further utilized in the optimization of other parameters of neural networks when Overfitting 

needs to be considered. 

In [39], author proposed to optimize the number of hidden neurons in NN to avoid over fitting in function 

approximation. The method utilizes a quantitative criterion based on the SNRF to detect over fitting 

automatically using the training error only, and it does not require a separate validation or testing set. The 

criterion has been validated using benchmark datasets and compared with the common cross-validation method. 

The criterion is very easy to apply, consumes small amount of computations and is suitable for practical 

application. The same principle applies to the optimization of other parameters of neural networks, including the 

number of iterations in back propagation training to avoid overtraining or the number of hidden layers 

So this method is presented for reducing the number of units in the hidden layers of a feed-forward neural 

network. Starting with a net that is oversize, the redundant units in the hidden layer is eliminated by introducing 

an additional cost function on a set of auxiliary linear response units. The extra cost function enables the 

auxiliary units to fuse together the redundant units on the original network, and the auxiliary units serve only as 

an intermediate construct that vanishes when the method converges. Numerical tests on the Parity and 

Symmetry problems illustrate the usefulness of this method in practice. 

In [40], author introduced number of auxiliary units equal to that of the hidden units, and each auxiliary unit has 

a full set of connections to all units in the hidden layer. Both the number of auxiliary units and their connectivity 

can be varied, which is a feature that may be of considerable use in problems involving many hidden units. In 

such a case it would be possible to limit the number of auxiliary units to which each hidden unit is attached, or 

to associate groups of auxiliary units with groups of hidden units. This would reduce considerably the 

computational requirements for large problems but still enable substantial reductions in network size. It is also 

possible to use other types of unit- attracting terms, or even to implement the method by successively 

eliminating the smallest components of each vector 
 
 (si) until only one component remains on each auxiliary 

node. 

3 Methodology 

A BPNN based prediction scheme was proposed in this study. In the proposed research, effective estimation of 

EEG signal is accomplished by hybrid model of BPNN and PSO. Firstly EEG feature extraction is done using 

wavelet transform technique to extract important features. PSO is used to optimize the number of neurons in the 

hidden layer with the mean square error during the BPNN rehearsing process such that the mean square error of 

prediction was minimized. After rehearsing process to validate the BPNN rehearsing testing was performed. 

This hybrid structure give the fast result compare to the simple BPNN model and give more accuracy. Finally, 

the output stage converts the combined result back into a specific control output value. 

  

 

 

 

 

 

                                       Fig.1. The design flow of the general co-design approach 
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3.1 Electroencephalography (EEG) 

Electroencephalography (EEG) is electrophysiological monitoring method to record electrical activity of the 

brain which consists of billions of nerve cells called neurons. It is non – invasive method. Because of ionic 

current within the neurons of the brain there is voltage fluctuation and EEG read this voltage fluctuation. It is 

easily available tool and easy to use, that endows information about how the brain functions with respect to 

time. So EEG recording is one of the most useful tools for diagnosis of neurological diseases such as epilepsy, 

brain tumor, head injury, sleep disorder, monitoring depth of anesthesia during surgery. EEG was first 

introduced by ‘Hans Berger’ in 1929 that was neuropsychiatric from the University of Jena. 

During EEG test, number of small discs called electrode are placed on different locations on the surface of scalp 

using 10-20 system of electrode placement with the help of temporary glue which is having good mechanical 

and electrical contact. 

 

 

Fig.2. The international 10-20 electrode placement system 

3.2  Data acquisition 

In order to design PSO-BPNN hybrid algorithm, data records of the EEG signal are collected from clinic was 

obtained. The data were recorded at a sampling rate of 256 Hz.The original database contained records of 30 

minutes. The dataset is a two-class problem either positive or negative for epileptic. Data set consist of signal 

with 16. Results of the hybrid model of BPNN and PSO give mean square error and optimize number of neurons 

in hidden Layer and final diagnosis give the result with features of unknown signal and more accuracy. 

In the proposed system EEG signals are categorized into three possible cases epilepsy, normal, brain death. For 

testing, the input is given to the BPNN model. This BPNN model is used with the PSO which optimize the 

number of neurons in hidden layer and give mean square error.  

3.3  Feature Extraction 

EEG signals varying from 100 Hz to 1000 Hz, in order to obtain the best possible performances, it is necessary 

to work with a smaller number of values which describe some relevant properties of the signals. These values 

are known as “features”. Such features can have the power of the EEG signals in different frequency bands. 

Features are generally aggregated into a vector known as “feature vector”. Thus, feature extraction can be 

defined as an operation which transforms one or several signals into a feature vector. So there are different types 

for feature extraction. Neurologist found that in biological signals such as EEG signals, frequency is one of the 

most important parameter to analyze the brain activities. So we need Fourier transform. 

As EEG signal are non stationary signals so Fourier Transform is not a suitable technique for these signals. As 

Fourier transform gives the spectral content of the signal, but it doesn’t gives information regarding in which 

time these spectral components appears. Therefore, Fourier transform can be used for non-stationary signals. 

Wavelet means a small wave. Wavelet analysis does not use a time-frequency region, but a time-scale region. 

The wavelet function Ψ, s(x) for signal x (t) is defined as 

 

Ψ, s(x) = 
 

  
 Ψ ( 

  

 
 )         (1) 

 

Where  is called as translation coefficient and‘s’ is called as scaling coefficient.  
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The discrete wavelet transform (DWT), provides sufficient information both for analysis and synthesis of the 

original signal, with a significant reduction in the computation time. In wavelet analysis there are 

approximations and details components. The approximations are the high-scale, low-frequency components of 

the signal. The details are the low-scale, high-frequency components. For many signals, the low-frequency 

content is the most important part, whereas high frequency content is not as much important as it contains noise. 

Here in this work upto 4
th

 level decomposition is done. There are many different mother wavelet families. 

Among which Daubechies is best. In this presented work approximation components has been determined. 

 

   

   

 

 

 

 

 

 

 

 

 
Fig .3. Multiple Level Wavelet Decomposition 

3.4  Classification using Back prorogation neural network 

Back Propagation is the learning and the rehearsing algorithm. We have selected BPNN as Artificial neural 

network because BPNN is best for pattern recognition and mapping tasks.  

The BP network is composed by one input layer and one or more hidden layers and one output layer. The 

learning process of network includes two courses, one is the input information transmitting in forward direction 

and another is the error transmitting in backward direction. In the forward action, the input information goes to 

the hidden layers from input layer and goes to the output layer. If the output of output layer is different with the 

wishful output result then the output error will be calculated, the error will be transmitted backward direction 

then the weights between the neurons of every layers will be modified in order to make the error as minimum as 

possible. Then the network is said to be rehearesed for the given data or application. 

 

Input layer Hidden  layer Output layer
WW

ki j

1
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Fig.4. Structure of Back Propagation Neural Network 

 

3.5  Optimization using Particle swarm optimization 
 

Particle Swarm Optimization (PSO) is first described by James and Russell C. Eberhart in 1995. PSO [21] is a 

robust stochastic optimization technique based on the movement and intelligence of swarms. PSO applies the 

concept of social interaction to problem solving. It uses a number of agents (particles) that constitute a swarm 

moving around in the search space looking for the best solution 

The PSO algorithm[22] works by simultaneously maintaining several candidate solutions in the search space. 

During each iteration of the algorithm, each candidate solution is evaluated by the objective function being 

jar:file:///C:/Program%20Files%20%28x86%29/MATLAB/R2010a/help/toolbox/wavelet/help.jar%21/ch01_i15.html#1009153
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optimized, determining the fitness of that solution.  Each candidate solution can be thought of as a particle 

“flying” through the fitness landscape finding the maximum or minimum of the objective function. 

The velocity and position update step is responsible for the optimization ability of the PSO algorithm. The 

velocity of each particle in the swarm is updated using the following equation 

 

 vi(t + 1) = wvi(t) + c1 r1 [xˆi (t) − xi (t)] + c2 r2 [g(t)− xi(t)]                                                        (2) 

 

Where  

i  is Particle index 

w is Inertial coefficient 

c1, c2 are Acceleration coefficients, 0  c1, c2  2 

r1, r2 are Random values for each velocity update (0 r1, r2 1) regenerated every velocity update 

vi (t)  is particle’s velocity at time 

xi (t) is particle’s position at time t 

x̂i (t) is particle’s individual best solution 

g(t) is swarm’s best solution as of time t 

4 Results 

Performances of the implemented method is measured based on performance indices such as sensitivity, 

specificity, precision and accuracy parameters. The true positive, true negative, false positive and false negative 

values are calculated from the results obtained. The above four values are used to calculate performance indices 

as specified in the equations given below. Table 1 gives the performance evaluation for focal epilepsy, brain 

death, and slow wave activity and for normal waves. 

The definitions of various parameters are: 

 Accuracy: Number of correctly classified patterns/total number of patterns. 

 

         
     

           
                                                                                                                                     (3) 

 

Sensitivity: Number of correctly detected positive patterns/total number of actual positive patterns. A positive 

pattern indicates a detected seizure. 

 

            
  

     
                                                                                                                                              (4) 

 

Specificity: Number of correctly detected negative patterns/total number of actual negative patterns. A negative 

pattern indicates a detected normal/non-seizure.   

                        

Specifity =   
  

     
                                       (5)    

 

Table 1. Sensitivity and Accuracy for different disease signals 
 

 

Table 2. Optimized HLNN for best accuracy 

 
Sr. 

No. 

No of Hidden 

Layers 

No. of Iterations Time(sec) Accuracy 

1. 5 216 13 96.67 % 

2. 7 138 5 100 % 

3. 11 238 8 98.03 % 

4. 15 450 26 93.33 % 

5. 16 302 20 97.77 % 

6. 21 298 18 95.54 % 

Parameter Epilepsy Normal Brain Death 

Sensitivity 96.33 % 90 % 100% 

Accuracy 98.67 % 96.33 % 100% 
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4.1 Output of PSO 

 

 

          Fig.5. Graph of min. cost, mean cost and global minima 

 

Fig.6. Graph of best HLNN Size and MSE for HLNN 

 

Fig.7. Diagnosis shows Epileptic patient 
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Fig.8. Diagnosis shows Normal patient 

 
 

Fig.9. Diagnosis shows Brain Death patient  

5 Conclusion 

This paper study had been made to suggest and develop some tool which will eventually be useful to the 

Medical Science for easily recognize the patient by diagnosis the EEG signals with more accuracy and 

sensitivity in less time. This paper focused toward accuracy, sensitivity and time consumption which endow for 

the patients. The EEG signals of patients include normal patients, epileptic and brain death. For this we have 

constructed a signal consist of 16 channel EEG signal .This feature signals are given as a input to hybrid model 

of BPNN and PSO algorithm which give better rehearsing and testing with less time , number of neurons in 

hidden layer and mean square error. These factors are responsible for time consumption and accurate results. 

The relative importance and significance of these factors was made. This hybrid model gives rise to features of 

unknown patient and better diagnosis decision. The simple ANN model diagnoses the patient’s signals but not 

optimize the parameter. This shows that ANN with PSO give perfect number of neurons in hidden layer and 

mean square error which give better result compare to the simple ANN model for EEG signals. 
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