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Abstract

We classify all four-state spin edge models according to their behavior under a specific
group of birational symmetry transformations generated from the so-called inversion
relations. This analysis uses the measure of complexity of the action of birational sym-
metries of these lattice models, and aims at uncovering (star-triangle) solvable ones.
One finds that these spin edge models have birational symmetries with a polynomial
growth of the iteration calculations. We obtain an unexpected elliptic parametrization
of the four-state chiral Potts model, as well as simple, and well-defined, examples of
“transcendental” integrability compatible with this polynomial growth of the itera-
tion calculations. As a byproduct we also obtain several homogeneous polynomial
representation of the relative integers Z together with their multiplication.

1 Introduction

The results presented here originate in a long-standing collaboration of J-C Anglès d’Auriac,
C-M. Viallet and the author [1]. In previous papers birational mappings [2, 3, 4] generated
by involutive transformations on matrices have been studied. They have their origin in
the theory of exactly solvable models in lattice statistical mechanics [6, 7, 8, 10, 11, 12].
These birational mappings generically form an infinite discrete set of symmetries of lattice
models. When the lattice model is Yang-Baxter integrable, that is star-triangle integrable
for spin edge models, these birational mappings yield an infinite discrete set of symmetries
of the Yang-Baxter, or star-triangle, equations [6, 7, 8, 10, 11, 12]. However, it is crucial to
keep in mind that these birational transformations are infinite discrete set of symmetries
of the lattice models even if the models are not Yang-Baxter integrable : in that generic
(non Yang-Baxter integrable) case they are, for instance, symmetries of the phase diagram
of the model [13]. These birational discrete symmetries of lattice models are generated by
the inversion relations [14] which correspond, for spin edge lattice models, to combine a
matrix inversion of a Boltzmann weight matrix together with the inversion of the entries
of this matrix [6, 7, 8, 10, 11, 12]. The iteration of the associated birational transfor-
mations presents some remarkable factorization properties [3, 4, 5]. These factorization
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properties explain why the degree of the successive rational expressions, one obtains when
iterating the birational mappings, instead of having the exponential growth one expects
at first sight, may have a polynomial growth of the complexity of these iterations [3, 4, 9].
As far as Yang-Baxter integrability is concerned, it has been shown [13, 14] that the
Yang-Baxter, or star-triangle, equations are necessarily parametrized in terms of algebraic
varieties having these birational transformations as automorphisms. Roughly speaking
two situations are thus compatible with the Yang-Baxter, or star-triangle, integrability:
either these birational transformations are infinite order, or these birational transforma-
tions are finite order and, writing down this finite order condition, enables to actually
obtain the equations of these algebraic varieties1. The generic exponential growth of the
calculations excludes the Yang-Baxter, or star-triangle, integrability. As far as growth of
the iteration calculations are concerned, finite order birational transformations means that
the degree of the successive rational expressions for the iterates is bounded (constant or
periodic). The Yang-Baxter, or star-triangle, integrability thus correspond to growth of
the iteration calculations which are at most polynomial (polynomial, constant or periodic).
Beyond Yang-Baxter integrability the analysis of the symmetries of parameter space of
lattice models imposes to analyze the same canonical, and natural, discrete dynamical sys-
tems corresponding to birational mappings generated from two involutions [13, 19]. One
can thus analyze these discrete dynamical systems as precious powerful tools for analysis
lattice models, or, simply, for themselves.

2 Spin edge q-state models.

The models are defined on a d-dimensional regular lattice, each vertex bearing a spin σ
which can take q values. One arranges the edge Boltzmann weight Wσ, σ′ corresponding
to the configurations of two nearest neighbor spin σ and σ′, in a q × q matrix W . A
model is defined by giving the matrix of Boltzmann weights of local edge configurations:
the state of an edge is determined by the values of the spin at its ends. One arranges the
weights in a matrix W whose entries Wi,j are the weights of the edge configuration with
one end in state i and the other end in state j. One distinguishes different types of bonds,
like for example for two-dimensional square lattices, the vertical and horizontal bonds, or,
for most general non isotropic models, it is then associated to a number of q × q matrices
Wν , one for each type of bond (checkerboard lattice ...). The entries of the matrices W
are, of course, defined up to an overall multiplicative factor. The most general matrix is
then a collection of q2 entries, defined up to a factor. Denoting W and W̄ the horizontal
and vertical Boltzmann weights of an anisotropic square lattice, the inversion relation [14]
amounts to performing, on the horizontal Boltzmann weight, the matrix inversion and, on
the vertical Boltzmann weight, the (Hadamard) inverse J :

I : Wkl −→ (W−1)kl = Akl/det(W ) (2.1)
J : Wkl −→ 1/Wkl (2.2)

where Akl is the cofactor2 of Wkl in W . The symmetry group is generated by simple
involutive generators, namely the matrix inverse I, and the element by element inverse

1See for instance the higher genus integrable chiral Potts model [15, 16, 20].
2Since the Boltzmann weights are defined up to overall multiplicative factors, one can, alternatively,

also introduce a homogeneous inverse Ih : Wkl −→ Akl = det(W ) · (W−1)kl
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J , both taken up to a overall multiplicative factor. The group generated by these two
involutions is isomorphic to the infinite dihedral group Z2 ∝ Z since the most general
element of this group of (birational) transformations is of the form Iα · (I J)n where α =
0, 1 and n is a relative integer (the inverse of I J is J I). Up to the semi-direct product by
a simple involution, the group of symmetry basically corresponds to the iteration (forward
or backward) of one birational transformation : K = I · J .

From now on, let us restrict to four-state spin edge models, that is 4 × 4 matrices.
Considering the action of the birational transformation K = I · J on the most general
4× 4 matrix, which means that one studies a birational transformation in CP15 (sixteen
homogeneous parameters), one will see, surprisingly, that one gets a polynomial growth of
the iteration calculations !

2.1 Spin edge models as specific patterns of a 4 × 4 matrix.

In general, and for obvious simplicity reasons, one prefers, in lattice statistical mechanics,
to consider models depending on small set of variables (two, three ...). This amounts
to imposing symmetries on the model, namely, most of the time, equalities between vari-
ous entries of the edge Boltzmann weight matrix, which are compatible with the general
symmetries of the model (star-triangle integrability if any, inversion relations, gauge sym-
metries : see (2.8) below ...). For instance, let us consider the following four matrices3:

M16 =




w0 w1 w2 w3

w1 w0 w3 w2

w2 w3 w0 w1

w3 w2 w1 w0


 , M17 =




w0 w1 w2 w3

w3 w0 w1 w2

w2 w3 w0 w1

w1 w2 w3 w0


 , (2.3)

M8 =




w0 w1 w1 w1

w1 w2 w3 w3

w1 w3 w2 w3

w1 w3 w3 w2


 , M36 =




w0 w1 w2 w2

w3 w0 w4 w4

w4 w2 w5 w6

w4 w2 w6 w5


 (2.4)

The first two matrices correspond respectively to the Ashkin-Teller model [6, 17] and
the chiral Potts model [15, 16, 20]. One verifies immediately that the corresponding two
matrices M16 and M17 are compatible with the involution I (and of course involution
J): their matrix inverse M−1

16 and M−1
17 are of the same form. One can verify that the

matrix M36, which depends on seven homogeneous parameters, is compatible with the
involution I (and of course J). Coming back to M17, this matrix is obviously compatible
with the matrix inversion I : the inverse of a cyclic matrix is also a cyclic matrix. It is less
obvious, at first sight, that the inverse of a matrix M36 is of the same form as M36. Let us
one first note that the family of matrices M36 can be simultaneously block-diagonalized,

3We use the indexation of matrices introduced in [1].
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M36 → M̃36 = R · M36 · R−1 :

M̃36 =




A B C 0

−B D E 0

C −E F 0

0 0 0 G


 with : R =




1 1 0 0

1 −1 0 0

0 0 1 1

0 0 1 −1




A = 2w0 + w1 + w3, B = w3 − w1, C = 2 (w2 + w4), E = 2 (w2 − w4),
D = 2w0 − w3 − w1, F = 2 (w5 + w6), G = 2 (w5 − w6)

This block diagonalization, then, makes clear that the pattern M36 is stable by the matrix
inversion, since one can verify that the 3× 3 upper block B36 in (2.5) is a form of 3× 3
block matrix actually stable by the matrix inversion. However, this form, B36, is not stable
by the (non-commutative) matrix product, but by the matrix square (B36 → B2

36) :




A′ B′ C ′

−B′ D′ E′

C ′ −E′ F ′


 =




A B C

−B D E

C −E F


 ·




A B C

−B D E

C −E F




A′ = A2 − B2 + C2, B′ = AB + B D − C E ,

C ′ = AC + B E + C F , D′ = −B2 + D2 − E2 , (2.5)
E′ = −B C + D E + E F , F ′ = C2 − E2 + F 2

The following three algebraic expressions are invariant under transformation (2.5) :

−ABE + BEF + C E2 − B2C

B E2 + ACE − CDE + BC2
,

B2E + C2E + BCF − BCD

BE2 + ACE − CDE + BC2
,

CE2 − ABE + BDE + C3 + CDF − CD2 + ACD − ACF

BE2 + ACE − CDE + BC2

In terms of the eigenvalues λα of this 3× 3 block matrix B36, the transformation reads
λα → λ2

α. Similarly, the n-th (matrix) power Bn
36 is also of the same form as the 3 × 3

block B36, for any positive, or negative, integer n. One has, obviously, the same result on
the original 4 × 4 pattern M36 : Mn

36 is also of the same form as M36 for any positive
or negative integer n (and, of course, pattern M36 is compatible with the Hadamard
inverse J). The M36 → M2

36 transformation yields the following homogeneous quadratic
transformation :

w′
0 = w0

2 + w1 w3 + 2w2 w4 , w′
1 = 2 (w0 w1 + w2

2) ,
w′

2 = w2 w0 + w1 w4 + w2 w5 + w2 w6 , w′
3 = 2 (w0 w3 + w4

2) ,
w′

4 = w3 w2 + w0 w4 + w4 w5 + w4 w6 , w′
5 = 2w2 w4 + w5

2 + w6
2 ,

w′
6 = 2 (w2 w4 + w5 w6) (2.6)
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while the M36 → M3
36 transformation yields the homogeneous cubic mapping :

w′′
0 = 3w1 w3 w0 + w0

3 + 2 (w1 w4
2 + w3 w2

2) + 2w2 w4 (w5 + w6 + 2w0)
w′′

1 = 3w1 w0
2 + w1

2w3 + 4 (w1 w2 w4 + w0 w2
2) + 2 (w2

2w5 + w2
2w6)

w′′
2 = w1 w3 w2 + 2 (w1 w0 w4 + w2 w5 w6) + w1 w4 w5 + w1 w4 w6

+w0
2w2 + w0 w2 w5 + w0w2 w6 + 4w2

2w4 + w2 w5
2 + w2 w6

2

w′′
3 = 3w3 w0

2 + w1 w3
2 + 4w3 w2 w4 + 2w2

4(w5 + w6 + 2w0)
w′′

4 = w3 w2(w5 + w6 + 2w0) + w0 w4 (w5 + w6 + w0) + w3 w1 w4 (2.7)
+4w2 w4

2 + w4 w5
2 + w4 w6

2 + 2w4 w5 w6

w′′
5 = w3 w2

2 + 2 w2 w4(w0 + 2w5 + 2w6) + w1 w4
2 + w5

3 + 3w5 w6
2

w′′
6 = w3 w2

2 + 2 w2 w4(w0 + 2w5 + 2w6) + w1 w4
2 + 3w6 w5

2 + w6
3

One easily verifies that these two homogeneous polynomial transformations (2.6) and (2.7)
commute and correspond to an exponential degree growth of the iteration like, respectively,
2n and 3n. More generally, the homogeneous polynomial transformations corresponding
to M36 → Mn

36, where n is a positive or negative integer, form a set of transformations
that commute together, that is to say a (homogeneous polynomial) representation of the
relative integers Z together with their multiplication : (m, n) → m · n with m, n ∈ Z.
Another example of pattern stable by the matrix inversion, is matrix M5 which depends
on three homogeneous parameters [1]. Matrix M5 can be reduced, in a similar way using
a fixed matrix R, to M̃5 = R · M5 · R−1 :

M5 =




w0 w1 w2 w0

w1 w0 w0 w2

w2 w0 w0 w1

w0 w2 w1 w0


 −→ M̃5 =




A 0 0 0

0 B 0 0

0 0 −B 0

0 0 0 C




Two matrices of the form M5 obviously commute but their matrix product is clearly not
of the same form, however the product of an odd number of such matrices is of the same
form. Similarly matrix M8 (see (2.4)) can be block-diagonalized by a fixed matrix into a
2× 2 symmetric block and two equal 1× 1 blocks (two identical eigenvalues). The matrix
product of n times the same matrix M8 is of the same form. With these examples one sees
that these set of matrices do not correspond to any obvious well-known structure (family
of commuting matrices, group structure, ...). More generally, in the framework of four-
state spin edge models, seeking for an interesting model for lattice statistical mechanics,
amounts to imposing equalities between the entries of a 4 × 4 matrix (thus reducing the
q2 = 42 homogeneous entries to r homogeneous entries) such that these equalities between
entries are also verified for the inverse matrix. We will call admissible pattern such a I-
compatible pattern for a 4 × 4 matrix4. These admissible patterns have been classified
in [1] taking into account some symmetries that naturally pop out in this classification
analysis.
Gauge equivalence and beyond. It is clear that there exist some “gauge-like”

symmetries on the q×q matrix Boltzmann weight W . For instance relabeling the q colors
4Equalities between entries are automatically J-compatible, so these admissible pattern are K-

compatible, with K = I · J .
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of the spin, obviously does not modify the partition function (transformation on dummy
variables ...). In terms of the Boltzmann weight matrix W , this relabeling corresponds to
a similarity transformation by a permutation matrix P (see [1] for more details). As far as
birational mappings are concerned, this also corresponds to a relabeling of the variables.
One can also perform the following “gauge” transformations on the entries of the 4 × 4
Boltzmann weight matrix :

Wσ, σ′ −→ W ′
σ, σ′ = Wσ, σ′ · F (σ)

F (σ′)
(2.8)

The full “gauge” action can thus be represented by a similarity transformation W −→
W ′ = g−1 ·W · g where matrix g = P ·D is the product of a permutation matrix P and
of a diagonal matrix D. More generally, let us consider the transformation

Tg : W −→ W ′ = g−1
1 · W · g2 with g1 = P1 · D1, g2 = P2 · D2 (2.9)

Let us consider the square of transformation K, namely K2 = I · J · I · J , one verifies
immediately that Tg and K2 commute.

3 Miscellaneous admissible patterns

An exhaustive classification of all these admissible patterns has been obtained for 4 × 4
matrices and is given in [1]. Let us now give miscellaneous examples of these admissible
patterns [1]. We are using the same indexation as the one introduced in [1]. It is worth
noticing that there exists no admissible pattern depending on r homogeneous parameters
with 10 < r < 16 (r = 10 and r = 16 correspond respectively to the symmetric 4 × 4
matrix and to the most general 4× 4 matrix).

One finds that the iteration of the birational transformation K = I · J , associated
with the most general 4 × 4 matrix (sixteen homogeneous parameters), yields a polyno-
mial growth of the iteration calculations [1]. The various miscellaneous examples we sketch
below, therefore, also yield polynomial growth of the iteration calculations. We give var-
ious miscellaneous examples in order to show that a birational mapping with polynomial
growth of the iteration calculation can actually correspond to various kind of orbits for the
iteration of K : rational or elliptic curves, abelian surfaces [5, 13], transcendental curves
restricted to some abelian variety ...

3.1 Pattern #7: Symmetric Ashkin-Teller model

Let us consider a subcase of the Ashkin-Teller model M16 (see (2.3)), namely the sym-
metric Ashkin-Teller model [17], which corresponds to impose w3 = w2 in M16, thus
defining a matrix pattern M7. This matrix M7 cannot be reduced to matrix M5 by a
simple relabeling (similarity transformation), however these two matrices are equivalent
up to independent row and column relabeling (2.9) and, thus, correspond to the same
birational transformation K2. There is one algebraic K-invariant

∆7 =
w0 w1 − w2

2

w2 (w1 − w0)
(3.1)

The curves ∆7 = a have a simple well-known rational parametrization: w0 = t, w1 =
(1− at)/(t − a), w2 = 1.
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3.2 Pattern #8 : transcendental integrability

Let us consider the Boltzmann matrix M8 given above in (2.3).

∆(1)
8 =

w2 w1
2 + 2w1

2w3 − 2w0 w3 w2 − w0 w3
2

w2 w1
2 − w0 w3

2
(3.2)

is invariant by J and changes sign under the action of I. The action of K exchanges the
surfaces ∆(1)

8 = a and ∆(1)
8 = −a. Since the condition ∆(1)

8 = a may be solved rationally in
w0, one may write the action of K2 restricted to ∆(1)

8 = a, with the coordinates w1, w2, w3.
In terms of the inhomogeneous variables x = w1/w3 and y = w3/(w2 + w3), it reads:

x −→ x′ = x · (b + by − y)
(2 + y) (by − 2 y + b − 1)

y −→ y′ = y + b (3.3)

with b = 2a/(1 + a), and the quantity

∆(2)
8 = x · Φ(y) with

Φ(y) = Γ
(

y − 2 + b

b

)
Γ

(
y + 1

b

)
/Γ

(
y − 1 + b

b

)
/Γ

(y

b

)

can be seen to be invariant by the action of K2 on ∆(1)
8 = a. This example possesses a

“mixture” of algebraic and non-algebraic invariants, which can be evaluated exactly. The
orbits of K are confined to non-algebraic curves, and the n-th iterate may be written
explicitly :

yn = y0 + n b, xn = x0
Φ(y0)
Φ(yn)

(3.4)

The orbits accumulate to the point (x∞, y∞) = (∆(2)
8 (x0, y0),∞), which is a point on the

line w2 + w3 = 0.

3.3 Pattern #17: Chiral Potts model

The chiral Potts model [15, 16] corresponds to pattern #17 in [1]. Its Boltzmann matrix
was already given above (see M17 in (2.3)). There exist two algebraically independent
K-invariants :

∆(1)
Potts =

w3 w2 − w0 w1

w1 w2 − w0 w3
, ∆(2)

Potts =
(w0 w2 − w1

2) (w0 w2 − w3
2)

(w0 w3 − w1 w2)2

The condition ∆(1)
Potts = a can be solved rationally in w0. Setting ∆(2)

Potts = b, together
with x = w1/w2 and y = w3/w2, yields the equation of an elliptic curve to which the orbit
is confined :

(x − y)2 (x + y)2 b − (a x − y − a y x2 + x3) (ax − y + y2x − a y3) = 0 (3.5)
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One can actually see that the set of iterates of K is dense in a curve. The transformations
I and J may be restricted to the quadrics ∆(1)

Potts = a = cst. They may be written on x
and y, for fixed a :

ia : x −→ x′ =
2 axy2 − 2 ay − a2x2y + a2x + x − y3

1− ay2 + a2xy − xy − a2 + ax2
(3.6)

y −→ y′ =
xy2 − 2 a x2 y − y − a2y + 2 ax + a2x3

1− ay2 + a2xy − xy − a2 + ax2

ja : x −→ x′ = 1/x, y −→ y′ = 1/y (3.7)

The two involutions ia and ja leave the curves (3.5) globally invariant whatever a and b
are. The modular invariant of the elliptic curve (3.5) is given by

j = 1728
g3
2

g3
2 − 27 g2

3

= 256
(1−M+M2)3

M2 (1−M)2
, with

g2 = 1 + 256 b4 − 512 ab3 − 16 b2a4 + 288 b2a2 − 16 b2 + 16 a5b

−32 a3b + 16 ab − 4 a6 + a8 − 4 a2 + 6 a4 (3.8)
g3 =

(
1− 32 b2 + 32 ab − 2 a2 + a4

) (
1 + 16 b2 − 16 ab − 2 a2 + a4

)
× (

1− 8 b2 + 8 ab − 2 a2 + a4
)
/(3

√
3)

and : M =
(1− 2a + a2 + 4b)(1 + 2a + a2 − 4b)

(1− a)2(1 + a)2

M is the square of the modulus of the elliptic functions which parametrize the curve.
Notice that M can, equivalently, be replaced in the modular invariant j, by any of the
six values {M, 1 − M, 1/M, 1 − 1/M, 1/(1 − M),M/(M − 1)}. Instead of the canoni-
cal Weierstrass form (see (3.11) below) the elliptic curve (3.5) can also be reduced to a
symmetric biquadratic form [13] where the action of K on some spectral parameter θ, is
crystal clear:

(Jx − Jy)
(
p2q2 + 1

) − (Jx + Jy)
(
p2 + q2

)
+ 4 Jz p q = 0 , (3.9)

with : Jx = 2 a, Jy = 4 b − 2 a, Jz = a2 + 1 and

M =
Jz 2 − Jy2

Jz 2 − Jx 2 , p = sn(θ) , q = sn(θ ± λ) (3.10)

Changing M to 1−M, or 1/M, amounts to permuting Jx , Jy , and Jz . For given values
of a and b, the action of K is a shift on the elliptic curve (3.5). It is possible to write
down the Weierstrass form of the elliptic curve

X3 − α X − β + Y 2 = 0 (3.11)

with : α =
1
48

g2

(b − a)8
, β =

√
3

288
g3

(b − a)12

and give an explicit coordinate transformation [1] from the original variables (x, y) to
[X,Y ]. The formula can be obtained through van Hoeij algorithm, after setting b =
a+1/u2 (or u = ±1/

√
b − a , see [1]). The elliptic curve (3.5), or the previous symmetric
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biquadratic form (3.9), depends on the modulus M and on the shift λ in (3.10), or equiv-
alently, j and λ. The Weierstrass form (3.11) depends only on j, up to straightforward
rescaling. One may thus think that (3.11) is “blind” to the shift λ in (3.10), and thus to
the action of K. In fact, the action of K, when written on the Weierstarss form (3.11)
is the addition5 of a point Π+ with coordinates [Xπ+ , Yπ+ ] (see [1] for more details). The
fact that (3.11) does not depend on λ is in agreement with the fact that the change of
variables (x, y) → [X, Y ] actually depends on u. In other words one could say that
(3.5) is equivalent to (3.11) together with a singled-out point corresponding to the shift,
namely Π+, or (3.12) below. The inverse map K−1 is the addition of the opposite point
Π− = [Xπ+ ,−Yπ+ ] on (3.11). The sum of Π± with itself, denoted 2 · Π± and the multi-
ples n · Π± can be obtained by recurrence. Their [X,Y ] coordinates may be re-expressed
rationally in terms of a and b. The (x, y) coordinates of point 2 ·Π+ corresponds to :

(x, y) =
( (1 + a2) a u

1− u2 a3 − a2
,

(2 + au2) a2 u

1− u2a3 − a2

)
(3.12)

of the original elliptic curve (3.5). Generic orbits of K = I.J are infinite, but the de-
generate cases, where these orbits are finite, play an important role in lattice statistical
mechanics : this is where higher genus Yang-Baxter integrability takes place [20]. The
condition K(m+n) = Id (where Id denotes the identity transformation) is just :

X(n ·Π+) = X(m ·Π−) and Y (n ·Π+) = −Y (m ·Π−) (3.13)

As an example, the condition that K is of order four is an algebraic condition on the entries
of the Boltzmann matrix, which corresponds to the higher genus star-triangle integrability
of the chiral Potts model [20]. It is the vanishing of Y (2 ·Π+) i.e. (1+a2) (2 b−a) a = 0
and, more specifically, condition 2 b − a = 0 (see [13]).

3.4 Pattern #25 : another transcendental integrability

This example is a good illustration of a birational mappings with polynomial growth to-
gether with non-algebraic curves. The Boltzmann matrix reads :

W25 =




w0 w1 w2 w3

w4 w0 w4 w2

w2 w3 w0 w1

w4 w2 w4 w0


 (3.14)

The number of inhomogeneous parameters is four. Two independent algebraic K-invariants
can be found :

∆(1)
25 =

w0 w1 − w3 w2

w0 w3 − w1 w2
, ∆(2)

25 =

(
w4 w3 − w0

2
) (

w1 w4 − w2
2
)

(w4 w3 − w2
2) (w1 w4 − w0

2)

The equation of the quadric ∆(1)
25 = a, can be solved for w1. One gets a representa-

tion of I and J restricted to ∆(1)
25 = a. Changing the wi’s variables to [x, y, z, t] =

5To add two points on the cubic (3.11), draw the straight line through the two points. Compute the
third point of intersection of the line with the curve, and take its symmetric under Y → −Y .
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[w2
0, w0w2, w0w3, w3w4], one obtains :

ia([x, y, z, t]) = [ x (x + ay − at − t)2 (x + y) (x + ay) ,
(x + y)

(
axt − xy + xt − ay2

)
(x + ay) (x + ay − at − t) ,

−z (x + y)
(
x2 + xta2 − xt − y2a2

)
(x + ay − at − t) ,

(x + ay) (x − y) t
(
x2 + xta2 − xt − y2a2

)
] (3.15)

the remaining algebraic invariant ∆(2)
25 becoming :

∆a
25 =

x (t − y) (y t − xy − a y2 + a x t)
(x − y)2 t (x + y)

(3.16)

Notice that the third coordinate z, in equation (3.15), is just multiplied by a factor de-
pending on the other coordinates, and does not appear anywhere else in the induced
transformation ia, nor in the invariant ∆a

25. The curves ∆a
25 = b are elliptic curves in

the variables (x, y, t), extending to cylinders in [x, y, z, t]. We may examine a particular
value of b where the curve ∆a

25 = b degenerates to a rational curve, but there exists a
transcendent invariant for ia. The rational parametrization of the cylinder is

[x, y, z, t] = [
s2t (1 + sa)

s + a
,

st (1 + sa)
s + a

, z, t]

The induced map (I · J)2 may be written

S −→ q2 S, z −→ z
T (S)
T (q S)

with T (S) =
(1− S)(1− q3 S)

(1− q2 S)(1− q5 S)

and S =
s − q−1

s − q
, q = −1/2

a + 1 +
√

(1− a) (1 + 3a)
a

Introducing an infinite product Π(S) the 2n-th iterate of K = I · J reads :

S2n = q4n S0, z2n = z0 · Π(S0)
Π(S2n)

with Π(S) =
k=∞∏
k=0

T (q4k S)
T (q4k+1 S)

In other words, the transcendent quantity ∆ = z ·Π(S) is invariant by K2. The conver-
gence of these Eulerian products is ensured when a ∈ (−1/3, 1). Such values of a would
then produce orbits with accumulation points. If a is outside this interval, then q has unit
modulus and one clearly sees curves for the orbits of K.

4 Generalization to q × q matrices

All these results can be performed for q-state edge Potts models, that is for q × q matri-
ces instead of 4 × 4 matrices. This has been done for q = 3 exhaustively, also yielding
to a polynomial growth of the iteration calculations and also to several finite order situa-
tions [1]. For q ≥ 5 the exploration of the admissible matrix patterns, stable by the matrix
inversion, becomes a huge task (� 4.6 · 1018 patterns to explore ...). We have however
performed a systematic analysis of the 5 × 5 matrices depending on three homogeneous
parameters. It seems that one does not have pattern different from the above mentioned
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patterns (cyclic, symmetric matrix, most general). In particular one finds a “no-man’s
land” between the cyclic matrix and the symmetric matrix : there are no pattern depend-
ing on r homogeneous parameters with q < r < q (q + 1)/2 (q = 5), and probably a
no-man’s land, as well, between the symmetric matrix and the most general matrix. One
could conjecture this could be the case for any prime number greater or equal to five.

We have studied, quite systematically, 6×6 patterns depending on a restricted number
of parameters (namely three, four is already too much ...) such that all the diagonal
terms are equal. We found that way a 6 × 6 matrix which is a stable pattern by I
(and J of course) and corresponds to a six-state chiral Potts model in lattice statistical
mechanics [19]. The birational transformation yields elliptic curves (linear pencil of elliptic
curves) and thus corresponds to a polynomial growth of the calculations.

For arbitrary q values there always exists some singled out patterns : the standard
scalar Potts model pattern depending on two homogeneous parameters (all the diagonal
terms are equal, all the off-diagonal terms are equal), the cyclic matrix depending on q
homogeneous parameters, the cyclic and symmetric matrix, the symmetric matrix depend-
ing on q(q + 1)/2 homogeneous parameters, and the most general matrix depending on
q2 homogeneous parameters (and of course the patterns one can deduce from independent
relabeling of rows and columns). It seems that for q = 5 one only gets these singled out
cases and nothing else. It is clear that, when q is not a prime number, one can get many
more patterns. For instance, considering two q × q matrices of a I-compatible pattern,
namely A and B, the 2 q × 2 q matrix (here Id is the q × q identity matrix) :[

A B

B A

]
=

1
2
·
[

Id Id

Id −Id

]
·
[

A + B 0

0 A − B

]
·
[

Id Id

Id −Id

]
(4.1)

is also a pattern stable by the matrix inversion I. The results described in section (2.1),
and in particular the patterns M36, the blocks B36, and their stability property with
respect to M → Mn where n is any positive or negative integer (see (2.5)), can be
generalized to q × q matrices for values of q larger than 3 or 4. For instance, one can
easily guess a generalization of the blocks B36 to q × q matrices and verify that these
forms are stable not only by the matrix inversion, but also by M → Mn. From this form
one can deduce (for instance) (q+1)× (q+1) patterns stable by the matrix inversion and
also by M → Mn. Let us give this form for a 5× 5 matrix and one (deduced) pattern,
stable by the matrix inversion and also by M → Mn, for a 6× 6 matrix :




a b c h k

−b d e i l

c −e f j m

−h i −j g n

k −l m −n o




,




w0 w1 w2 w3 w4 w4

w5 w0 w6 w7 w8 w8

w7 w3 w9 w10 w11 w11

w6 w2 w12 w9 w13 w13

w8 w4 w13 w11 w14 w15

w8 w4 w13 w11 w15 w14




yielding homogeneous polynomial representation of ζ → n · ζ, with sixteen homogeneous
parameters ! Again, this provides (homogeneous polynomial) representations of the rela-
tive integers Z together with their multiplication: (m, n) → m · n.



130 J-M Maillard

5 Back to statistical mechanics

All these results can be seen as interesting results on a certain set of rational transfor-
mations : integrable mappings yielding elliptic foliations, “transcendental” integrability,
polynomial growth of the iteration calculations, ... Coming back to the lattice statistical
mechanics origin of these birational transformations, one obtains many interesting results.
Star-triangle integrability. First, as far as star-triangle integrability is concerned,

the existence of “transcendental” integrability rules out, generically, the star-triangle in-
tegrability. It may, however, be possible, when the transcendental invariants reduce to
algebraic ones, that star-triangle integrability could be possible. This will thus occur
on an algebraic subvariety of this pattern which rules out, generically, the star-triangle
integrability.

Seeking for star-triangle integrability one can show that the star-triangle relation (if
any ...) necessarily yields constraints on the matrix Boltzmann weights. Let us denote W1,
W2, W3 the three Boltzmann weights in the “star” and W̄1, W̄2, W̄3 the three Boltzmann
weights in the “triangle”. If one denotes the dyadic product6 of two Boltzmann weight
matrix W2, W3 by W23 = W2 6 W3, and by Diag(W̄1) the diagonal matrix built from
the diagonal entries of matrix W̄1, and denoting by a dot the standard matrix product,
one finds the following necessary conditions7 for the star-triangle relations :

W1 · (W2 6 W3) = (W̄2 6 W̄3) · Diag(W̄1) (5.1)

In order to verify this relation one must explore the following situations : either matrix
Diag(W̄1) is proportional to the identity matrix and, thus, the necessary conditions (5.1)
become :

W1 · (W2 6 W3) = W1 · W23 = λ · (W̄2 6 W̄3) = λ · W̄23 (5.2)

since the dyadic product of two matrices in the same pattern is necessarily a matrix in the
same pattern. Therefore the star-triangle patterns must be stable by the matrix product.
Denoting by V the vector with all its entries equal to 1, another necessary condition for
the star-triangle relation reads :

(W1 6 W2 6 W3) · V = Diag(W̄2) 6 Diag(W̄3) · Diag(W̄1) (5.3)

One has to keep track of the orientation of the matrices (chiral models) : sometimes in the
necessary equations (5.2) and (5.3), the Wi or W̄i can be changed into their transpose:
W t

i or W̄ t
i . If W1 6 W2 6 W3 is another matrix in the pattern and if Diag(W̄i) is

proportional to the identity, the previous relation (5.3) means that the pattern of matrices
is a pattern of stochastic matrices. Let us denote D1 the diagonal matrix such that
D1 · V = W1 · V , another necessary condition for the star-triangle relation reads :

W2 · D1 · W3 = (W̄3 · W̄2) 6 W̄1 (5.4)

Again this reinforces the “prejudice” that one should have stochastic, or bistochastic,
matrices, and/or that the pattern of matrices is a pattern stable by the matrix product.

6The entries of the dyadic product W23 = W2 � W3 are the product of the entries of W2 and W3.
7This is just a quick sketch. In fact on has to take care of the orientation of the edges : W may become

the transpose W t ...
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Therefore one has to study all the following possible scenario : 1) the Wi or W̄i are
symmetric matrices or the dyadic product of a matrix in the pattern with a transpose of
a matrix in the pattern W 6 (W ′)t, is also in the pattern (cyclic matrices for instance),

2) the Wi’s (and W̄i’s) form a group
3) the Wi’s and W̄i’s are a commuting family of matrices
4) the Wi or W̄i are stochastic, or bi-stochastic, matrices. Actually the patterns corre-

sponding to bi-stochastic, matrices are patterns number 1, 2, 3, 4, 5, 6, 7, 10, 11, 16, 17
(with the notations of [1]) which correspond to models of lattice statistical mechanics for
which star-triangle relations have been shown to exist.

As far as series analysis are concerned, one requires “transmissivity” variables in order
to be able to perform series expansions. This can only exist for matrix Boltzmann weights
reducing to diagonal matrices, that is commuting family of transfer matrices : this imposes
that the pattern must depend at most on four homogeneous variables (pattern number
#8 is, for instance, ruled out).

5.1 Conclusion

The four-state edge spin models are seen to yield remarkable polynomial growth for the
associated birational transformations. The various patterns that naturally pop out from
the analysis of these birational transformations all provide interesting singled-out models
for lattice statistical mechanics. Our results can be seen as discrete dynamical systems
results or, coming back to statistical mechanics, as preliminary results when seeking for
star-triangle integrability. Actually the transcendental integrability, we have found, gener-
ically rules out star-triangle integrability. However, even if the lattice models are not star-
triangle integrable, further analysis can be performed. One can seek for subvarieties in
the parameter space such that the models becomes integrable. The finite order conditions
for these birational mappings, Kn = Id , are a “gold mine” for higher genus Yang-Baxter
integrability and could be studied per se. One can also study the critical manifolds of
these various (generically non-integrable) models. For instance, the location of the critical
manifolds of these various models is a very interesting subject of analysis and our previous
studies is precious in order to localize such manifolds, hopefully algebraic varieties.
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