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Abstract—In order to monitor the false alarm and fault middle 
state in the process of fault diagnosis simultaneously, a mixed 
Hidden Markov Model（HMM） considering the false alarm 
and fault middle state was proposed to reduce the false alarm 
and monitor the middle state of the system. First of all, the 
state classification in the process of the complex system state 
monitoring was studied. The system states were divided into 
normal state, intermittent failure, random failure, 
intermediate state and failure state, and then the mixed HMM 
was established to reflect the true state of the system. Secondly, 
the effective feature vectors were extracted based on wavelet 
packet decomposition method to eliminate redundancy and 
high dimension of original characteristic signal. Then all kinds 
of the HMM states were obtained through the model training, 
and fault diagnosis was implemented through inputting feature 
vector. At last, the feasibility and effectiveness of the method 
was verified by an example. 

Keywords-wavelet packet decomposition; HMM; analog 
circuit; fault diagnosis 

I. INTRODUCTION 
Fault diagnosis has been an extensive research and 

achieved fruitful results since the 1970s in domestic and 
overseas. However, with the development of technology, the 
increasing of complexity and integration of all kinds of 
system has brought great challenge to monitoring and 
maintenance of system. According to the different of fault 
characteristics and the duration, fault conditions of system 
was divide by pulse changing fault, abrupt changing fault 
and gradual changing fault [1]. (1) The pulse changing fault, 
such as the intermittent fault and transient fault appears in 
the system, that usually lasts shorter time was mainly caused 
by the defects of system internal or specific external 
environment. (2) The abrupt changing fault often occurs 
without warning that duration is usually permanent and only 
to identify and diagnose after failure. (3) The gradual 
changing fault was occurred slowly, which has a gradually 
changing tend and usually because system component 
parameters deteriorate caused by vibration and fever of the 
system in the process of long operation. 

The pulse changing fault was monitored effectively that 
can reduce fault false alarm rate and improve the diagnostic 
performance of the system. The abrupt changing fault was 
difficult to early identification and prevention due to the lack 
of signs. The early fault of system can be detected by 

identification of gradual changing fault, and to be prevented 
immediately through take effective measures. However, the 
traditional fault diagnosis technology has been difficult to 
meet the demand of system maintenance [2-3] due to the 
many factors of system arise from false alarm and difficult to 
identify the early fault features. For example, the traditional 
fault diagnosis is usually set the appropriate threshold as 
determine the basis of the fault. This condition monitoring 
method based on the threshold lack flexibility and 
adaptability, because it is difficult to determine the threshold 
and need to set more monitoring point in the system. The 
biggest shortcoming of the traditional fault diagnosis is that 
the system state is only divided into two states of normal and 
fault. So the traditional fault diagnosis cannot eliminate the 
failure alarm which causes from the intermittent and random 
faults, and cannot monitor intermediate state for system 
difficult to monitor the gradual changing fault. 

Consequently, the premise and guarantee of intelligent 
fault diagnosis is to establish a model to reflect the true state 
of system based on different fault types to extract fault 
feature accurately and effectively. Wavelet transform is a 
feature extraction method for more research in the fault 
diagnosis field. Wavelet packet decomposition classified 
arbitrary signal include sinusoidal signal into the 
corresponding frequency band, and can effective extract the 
characteristics of signal [4-5]. HMM reflect to the internal 
state through observed the observation values of sequence. 
HMM has self-learning and self-adaptive ability and very 
suitable for pattern recognition and fault monitoring to 
complex systems. HMM has been widely used in field of 
speech recognition and fault diagnosis [6-8]. [9-10] built the 
HMM of electronic systems, which divided the states of 
electronic system into normal, weak fault state, intermediate 
fault state and fault state. The model is used to response of 
health process of electronic system, predict the running state 
of the system and realize the early warning of fault. An 
intelligent BIT fault diagnosis method based on Hidden 
Markov model was presented in literature [1], the transient 
and intermittent faults as the intermediate state of the system 
were identifiable separately in order to reduce the false alarm 
rate of system. 

Based on the above research results, a mixture HMM was 
established in the paper combing with the advantage of 
wavelet packet analysis and HMM and the fault types of 
system. The HMM models of the system state were 
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established through extracting the feature of original signal 
by wavelet packet, which used to monitor intermittent faults 
and the gradual changing fault of system at the same time. 

II. THE MIXTURE HMM 

A. The theory of HMM 
The HMM is different from Markov chains. Because of 

the actual state of the model is implicit and cannot be 
observed directly, so it is called HMM. HMM is a 
probabilistic model for describing the statistical 
characteristics of random process that consisting of two 
random processes. One of which is describe the transfer of 
state, another describe the statistical relationship between 
state and observation value. The HMM was described 
usually with five elements ),,,,( BAMN πλ =  or 
recorded as ),,( BAπλ = , where N is the number of the 
states in the model, M represents the number of distinct 
observation symbols per state. The other parameters are 
defined as follow. 

(1) π , the initial state probability distribution. 
( )Nππππ ...,,, 21= , where 

NiSXp iii ≤≤== 1),(π . 

(2) A, the state transition probability 
matrix. { }

NNijaA
×

= , where 

NjiSxSXPa iijiij ≤≤=== + ,1),( 1 . 
(3) B, the observation symbol probability 

matrix. { }
MNjkbB

×
= , where 

MkNjSxvyPb jikijk ≤≤≤≤=== 1,1),( . 

Because A is used to describe the transition probability of 
each state in the model, so the structure of HMM model can 
be described by A. The HMM structure is divided into 
ergodic type and left-right type [10]. Ergodic structure refers 
to each state in the system can be transferred to any other 
state. So, each element of a matrix in the ergodic structure 
cannot be zero. The left-right structure defined the state in 
the system is sequential transfer and irreversible. In other 
words, the state of current state can only be transferred to the 
serial number higher or equal to the current state in 
accordance with sequence, and the initial probability π must 
satisfy the following equation. 
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B. The mixture HMM 
At present, most of the researches on fault diagnosis 

based on HMM are establish the left-right model. These 
models assumes that the system state is the continuity and 
irreversible. However, a single left-right HMM cannot fully 
describe the system state because of the transient and 
intermittent faults were existed in the process of actual 

operation. Therefore, a hybrid HMM structure was 
constructed based on the left-right structure in this paper, 
including all kinds of the running condition of the system to 
reflect the true state of the system. The hybrid HMM divided 
the state of system into normal state, intermittent fault, 
random fault, intermediate state and failure state. As shown 
in Fig.1, the mixed HMM was established according to the 
mutual transformation relationship and performance of the 
system state. 
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Figure 1.  The mixture HMM 

Where 0 indicates normal state, 1 and 2 are the 
intermediate state (1 is the slight deterioration in early and 2 
is the serious deterioration in middle), 3 is the transient fault, 
4 is intermittent fault, and 5 is the permanent fault. ija  (i, j=0, 

1, 2, 3, 4, 5) is the transfer probability between the state. iO  
(i=0, 1, 2, 3, 4, 5) is the observation value. Transient fault 
and intermittent faults are temporary failure mostly caused 
by environmental factors, and the conversion of between the 
normal state and the intermediate state is reversible. Due to 
the performance of transient fault and intermittent fault is 
similar to the effect on the system, the state of 3 and 4 are 
referred to intermittent fault for convenience [3]. The 
mixture HMM with five states consider the intermittent fault 
and gradual changing fault, and take them as the independent 
state of the system monitoring compared to diagnosis method 
of the normal and fault state. 

Usually, the initial state of the system is always normal; 
the initial probability of the states π  is set 
as [ ]0,0,0,0,1=π . 

The state transition probability matrix A can reflect the 
correlation information of process state sequence for some 
modeling problem of related to sequences. The A matrix for 
mixture HMM is given below: 
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The HMM is divided into two categories, namely, 

continuous HMM (CHMM) and discrete HMM (DHMM), 
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which are discerned by the observed signal. For CHMM the 
observation is continuous, the initial value of the observation 
probability matrix B can be obtained by the K mean 
algorithm [12]. For DHMM the observation is discrete, the 
properties of observed value corresponding to a state are 
represented by a set of probability. 

There are three basic algorithms in HMM need to solve 
[1, 13]. (1) Calculation probability, the )|( λOp was calculated 
usually by the forward-backward algorithm for any initial 
model λ and observation sequence O . (2) The iterative 
convergence, initial model and observation sequence were 
fitted better by adjusting the model parameters and iterative 
to model convergence. The EM and Baum-Welch are 
common algorithms. (3) The state estimation, the optimal 
state sequence corresponds to the observation sequence was 
calculated by Viterbi algorithm. 

III. FAULT MONITORING PROCESS OF MIXTURE HMM 
The procedure for the fault diagnosis can be described as 

follows: 
(1) Wavelet packet decomposition. Firstly, the training 

sample data was processed by N layer wavelet packet 
decomposition and the wavelet packet are reconstructed to 
obtain the signal energy of each sub-band. 

(2) Extract fault feature. The fault features are extracted 
by data pretreatment, fault feature vector were constructed 
through the normalized processing. 

(3) HMM training. For each state type, select any K 
feature vector to compose of a set of observations, which 
used to train the HMM, state type for the hidden state, each 
state type training a HMM model. 

(4) Pattern recognition. The testing sequence is sent to 
HMM models after feature extraction, and the corresponding 
probabilities are calculated, and the most probable system 
condition is considered as the one that has the maximal value 
of the probability. 

IV. EXAMPLE VERIFICATION 

A. Simulation modeling and feature extraction 
Fig.2 shows a biquad high-pass filter with components 

set to their nominal values resulting in a cut-off frequency of 
10 kHz [11]. The nominal values of the components were 
indicated in Fig.2. We introduce faulty components in the 
circuit and vary resistors and capacitors within the standard 
tolerances of ±5% and ±10%, respectively. The R1, R2, R3, 
R4, C1 and C2 were set fault element. For each of the fault 
component, two soft-fault classes can be shown as follows: a 
class for the component values larger than the nominal one 
(labeled by ) and the other for the component values smaller 
than the nominal one (labeled by ). 

The failure mode of R is beyond R ± 50%, failure mode 
of C was beyond C ± 50%. Take the increase process of C1 
as an example, in order to monitor the middle fault, which 
will be divided into early and mild 
deterioration ]25.1,10.1(1 CCC ∈ , serious deterioration of the 
middle ]50.1,25.1(1 CCC ∈ and complete fault ]0.3,50.1(1 CCC ∈ . 
This was used to simulate the failure process of the circuit. In 
order to simulate intermittent fault of the system, add a diode 

at the power source to get the intermittent signal. Hence, 15 
fault classes are simulated and output of the filter is used as 
the test node. 

R1

6.2k

R2

6.2k

R3

6.2k R4

1.6k R5

5.1k

R6

5.1k

R7

1k
R8

1k

R9
1k

R10

1k

C1

5n
C2

5n

1
1Vac
0Vdc

U1

OPAMP

+

-

OUT

U2

OPAMP

+

-

OUT

U3

OPAMP

+

-

OUT

U4

OPAMP

+

-

OUT

 
Figure 2.  Four op-amp biquad high-pass filter  

The amplitude and the angle of the circuit (VAC) were 
set to 1V and 0. Take the output of the circuit as the 
measuring point. The circuit states were communicated 
analysis respectively by OrCAD PSPICE software, the 
frequency range is 1KHZ-100KHZ. The circuit fault feature 
was extracted through Monte Carlo simulation. In our work, 
only single incipient fault has been considered. For 15 states, 
each state was simulated respectively 50 times, a total of 750 
samples, which are divided into 450 training data and 300 
testing data. All the sample data were analyzed by three layer 
wavelet packet based on wavelet packet analysis technology, 
and construct to the feature vector and normalized. Because 
of the influence of element normal tolerance and the early 
fault is difficult to identify, the sym5 wavelet was chosen 
through a lot of experiments. 

A part sample data after wavelet packet decomposition 
and normalized are shown in Table I.  

TABLE I.  PART DATA SAMPLES OF THE NORMALIZED 

 
B. HMM modeling and fault recognition 

The HMM model of system is established. 1λ , 2λ , …, 

15λ  are used to express each fault state of circuit. At the 
initial moment, the system is in a normal state, 
setting [ ]0...,,0,0,1=π . We assume the transition 
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probability from one state to another state is same, and set 
the value 0.5. But the state is not reversible in the decay 
process. 

The probability matrix of initial observation is accessed 
random in MATLAB. The Baum-Welch algorithm is used to 
train the 450 samples data. The feature vectors are conducted 
scalar quantization using Lloyd algorithm before training 
[13]. 15 HMM recognition models corresponding to the 15 
circuit state are obtained after the end of the training.  

After the HMM training completed, the remainder of the 
300 test samples were input to state HMM model for testing. 
The scalar quantization coding is done for the feature vector 
the same of using Lloyd algorithm before testing [13]. 10 
experiments are conducted for each states and the averages 
are used because of the initial parameters of the HMM with a 
certain randomness degree. As the results shown in Table II, 
the intermittent faults and the gradient fault were diagnosed 
successfully and higher recognition rate by the proposed 
method.   

TABLE II.  THE STATE RECOGNITION RATE 

 

V. CONCLUSION 
In this paper, a compound Hidden Markov Model for the 

false alarm and the intermediate statuses of artificial circuit is 
proposed. The model has taken the feature and advantage of 
both wavelet packet decomposition and HMM to achieve 
artificial circuit’s fault diagnosis. Taking four op-amp biquad 
high-pass filter as an example, the effectiveness of wavelet 
packet in extracting fault information has been proved. The 
compound HMM model could reflect the system states 
veritably, and the effectiveness of diagnosing both early 
faults and intermittent faults are also proved. However, since 
there are too many system states, the diagnosis takes a long 
time to operate. The further research will focus on improving 
the real time of diagnosis and health management method for 
system. 
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