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Abstract. Region-of-interest (ROI) detection plays an important role in filtering 
out pornographic images. Skin-color models, as a traditional approach, extract 
skin-color regions as ROI. However, the approach is difficult to differentiate be-
tween human skins and other objects with the skin-color. Furthermore, skin-color 
regions are always larger than the subareas containing pornographic parts. In this 
paper, we present a novel approach for ROI detection in pornographic images by 
integrating visual attention and skin-color models. A novel saliency map model is 
firstly constructed. Then it is integrated with a skin-color model and a face detec-
tion model to capture ROI. Experimental results show that our approach is more 
precisely than using the skin-color model alone. 
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1 Introduction 

To prevent people from objectionable information while surfing on the Internet, 
many researchers and software developers have been focusing on pornographic 
image detection. Extensive experimentation over the last few years has shown that 
the region of interest (ROI) based approach is more accurate in describing an im-
age content than using the global features [1,2]. 

In the field of pornographic image detection, ROI is usually extracted by skin-
color models. For instance, Yang et al. divided an image into 16 regions by plac-
ing a 4*4 grid and created subregions via an automatic region growing technique 
[3]. Then ROI is obtained by the votes of neighbor points and grids. Xu et al. cap-
tured ROI based on global features and Gaussian mixed models (GMM) after 
segmenting images into regions with the JSEG algorithm [4]. However, the ap-
proach is difficult to differentiate between human skins and other objects with the 
skin-color. 

Skin-color regions are usually larger than the regions drawing the outline of 
erotic parts. The latter are the most interesting regions in the domain of porno-
graphic image detection. Once the areas containing erotic parts are detected to be 
salient, an image will be considered pornographic beyond all doubt. 

Therefore, we propose a novel approach for ROI detection. This approach re-
gards the intersection of skin-color, salient, and no-face regions as ROI of porno-
graphic images. We firstly conduct a novel saliency map model. Then it is inte-
grated with a skin-color model and a face detection model for ROI detection. 
Experimental results show that our approach is more precisely than using the skin-
color model alone. 

2 Related works 

Images with salient objects present a complex, inhomogeneous structure. Using 
global features normally leads to inaccurate content descriptions [1]. How to pre-
cisely detect ROI is also challenging for pornographic image detection. Existing 
methods are mostly based on skin-color detection [3,4]. 

Visual attention models are seldom used to solve the ROI detection problem. 
Visual attention is a mechanism filtering out redundant visual information and de-
tecting the most relevant parts of visual field [5]. Attention is a general concept 
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covering all factors that influence selection mechanisms, whether they be scene-
driven bottom-up or expectation-driven top-down [6]. 

The saliency-based model proposed by Itti et al. [7] and the contrast-based 
model presented by Ma et al. [8] are two typical kinds of visual attention models. 
However, there are some shortcomings. On one hand, the saliency-based model 
analyzes each pixel of the input image via multi-scales. It needs massive computa-
tions. Hence it is very time-consuming. On the other hand, the precision of the 
contrast-based model has limited capability to highlight human-beings in the im-
ages. 

3 Our  approach 

Visual attention analysis provides an alternative methodology to detect ROI in 
pornographic images. In this paper, we present a novel approach of integrating 
visual attention models and skin-color models. 

3.1 Overview 

Herein, ROI means the subareas of pornographic parts. Obviously, ROI is the 
smaller part of skin-color regions. Therefore, we attempt to capture the intersec-
tion of salient regions, skin-color regions, and no-face regions. 

Figure 1 gives an overview of our approach combined bottom-up with top-
down strategies. Firstly, a visual attention model is constructed based on multi-
scales and contrast. Then it is integrated with a skin-color model and a face detec-
tion model to capture ROI in pornographic images. 
 

 
Fig. 1 An overview of our approach 
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Fig. 2 The architecture of VAMSC 

3.2 Visual attention model based on multi-scales and contrasts 
(VAMSC) 

The saliency-based model [7] and the contrast-based model [8] are two typical 
kinds of visual attention models. The former model is time-consuming because of 
massive computations and the latter one has limited capability to highlight human-
beings in the images. 

We present a novel visual attention model VAMSC by combining the two pre-
ceding models. The architecture of VAMSC is shown in Figure 2 and its algorithm 
is given as follows. 

Step1: Image preprocessing. First of all, the input image is resized to a uniform 
image with its aspect ratio unchanged. Then it is quantized to m n×  block images 
so that the computational complexity can be effectively reduced. We arbitrarily set 

640m =  and 480n =  here. 
Step2: Analyzing each block image based on multi-scales and contrasts. 

Step2-1: The block image ( , )i j  is reckoned as the perceivable unit ,i jp  
( (0, )i m∈  and (0, )j n∈ ). The contrast value of its neighborhood ,i jC  is com-
puted according to the equation（2）.  

, ,( , )i j i j
q

C d p q
θ∈

=∑              （2） 
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Where θ  represents the neighborhood of ,i jp ; q  is one of  these sig-

nals in θ ; d  describes the distance between ,i jp  and q . 
Step2-2: With r, g, and b being red, green, and blue channels of the input 

image, an intensity image I  is obtained as ( ) / 3= + +I r g b . I is used to create a 
Gaussian pyramid ( )Iσ , where [0,8]∈σ  is the scale. Four broadly-tuned color 
channels are created: ( ) / 2= − +R r g b  for red, ( ) / 2= − +G g r b  for green, 

( ) / 2= − +B b r g  for blue, and  ( ) / 2 / 2= + − − −Y r g r g b  for yellow (nega-
tive values are set to zero). Four Gaussian pyramids ( )Rσ , ( )Gσ , ( )Bσ , and 

( )Yσ  are created from these color channels. 
Step2-3: Each feature is computed by a set of linear “center-surround” 

operations, denoted asΘ . The goal is to yield three sets of feature maps: respec-
tively concerned with intensity contrast ( , )I c s , red/green and green/red double 
opponency ( , )RG c s , and blue/yellow and yellow/blue opponency ( , )BY c s . They 
are computed in terms of the following equations (where ∈c {2,3,4} , = +s cδ , 
=δ{3,4} ). 

( , ) ( ) ( )= ΘI c s I c I s           （3） 

( , ) ( ( ) ( )) ( ( ) ( ))= − Θ −RG c s R c G c G s R s        （4） 

( , ) ( ( ) ( )) ( ( ) ( ))= − Θ −BY c s B c Y c Y s B s        （5） 
Step3: Feature maps are combined into two “conspicuity maps”. The first set of 

( , )I c s  is used for “intensity conspicuity maps I ”, and the latter two sets of 

( , )RG c s  and ( , )BY c s  are used for “color conspicuity maps C ”. The two con-
spicuity maps are normalized and summed into the final input S  to the saliency 
map. In the equation （8）, the normalization operation is denoted as ( )N g , and 

,i jC  of each block image is normalized into [0，255].  
4 4

2 3
( ( , ))

c

c s c
N

+

= = +
= ⊕ ⊕I I c s                   （6） 

4 4

2 3
[ ( ( , )) ( ( , ))]

c

c s c
N N

+

= = +
= ⊕ ⊕ +C RG c s BY c s                （7） 

1 ( ( ) ( ))
2

N N= +S I C                                           （8） 

3.3 The skin-color model and the face detection model 

To extracting skin-color regions, we adopt the skin-color model proposed by 
Garcia et al. [9]. They proposed that skin-like pixels are more correlated with rC  
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and  bC  components than Y  component. Thus, the input image is transformed 
from the RGB color model to the b rYC C  color space. 

In the domain of face detection, the Haar-Like algorithm proposed by Viola 
[10] is one of the most classic algorithms. The algorithm inputs Haar features into 
the Adaboost classifier. It can be used for real-time face detection. 

4 Exper iments and Evaluation 

Due to the subjectivity of human attention perception, there is not a standardized 
objective correctness measure for image attention analysis evaluation. Therefore, 
we adopted the evaluation method proposed in Ma’s paper [8]. Twenty non-
professional persons were invited to assign one of assessments, GOOD, ACCEPT, 
or FAILED, to our experimental results. All the experiments were implemented in 
the visual studio 2003 environment with a machine of 1.86 GHz Duo CPU and 
2GB memory. 
 

 
Fig. 3 Some sample results of ROI detection 

We collected pornographic images from the Internet and divided them into 
three groups, each of which includes 350 images. Our experiments were com-
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prised of four parts to capture salient regions, skin-color regions, no-face regions, 
and final results of ROI respectively. Some of results are shown in Figure 3. Table 
1 lists the evaluation results of all the ROI. 

According to the results obtained, we can conclude that our approach 
achieves good performance and the precision reaches 91.33% in average. It is able 
to detect ROI in pornographic images more precisely than using Itti’s model [7], 
Ma’s model [8], and Garcia's model [9] alone. 

Table 1 Evaluation of our approach 

GOOD ACCEPT FAILED
Group 1 41.71% 49.43% 8.86%
Group 2 41.43% 51.14% 7.43%
Group 3 46.29% 44.00% 9.71%
Average 8.67%91.33%  

5 Conclusions 

ROI detection is important to object recognition. In the field of pornographic im-
age detection, skin-color models are traditionally applied to extracting ROI. Nev-
ertheless, they have difficulties in distinguishing human skins from other objects 
with the skin-color. Visual attention is a mechanism which filters out redundant 
visual information and detects the most relevant parts of visual field. Visual atten-
tion models provide an alternative approach to ROI detection. 

In this paper, we present a novel approach for ROI detection in pornographic 
images. The approach integrates visual attention, skin-color, and face detection 
models. To accelerate visual attention analysis, a novel saliency map model is 
constructed. Next, it is combined with the skin-color model proposed by Garcia et 
al. and the Haar-Like algorithm proposed by Viola to precisely obtain ROI. Expe-
rimental results show that our approach achieves good performance and the preci-
sion averagely achieves 91.33%. It is able to detect ROI in pornographic images 
more precisely than Itti’s model [7], Ma’s model [8], and Garcia's model [9] 
alone. 
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