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Regarding web pages classification, lots of algorithms have been proposed and 
promising classification performances have been achieved[1-5]. Unfortunately, to 
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Abstract. In this paper, we propose a novel framework for classifying web pages 
containing images and text. Valid images are first chosen by the FOrward Com-
pArison of Relative Sizes Sorting(FOCARSS) algorithm, and each valid image is 
represented by the mid-level feature vector generated by the Bag-Of-Features 
model. Taking these feature vectors of valid images in a web page as instances of 
a bag, Multi-Instance Learning is utilized to conduct the image-based web pages 
classification. Regarding the text information, Bag-Of-Words model is used to 
conduct the text-based web pages classification. Subsequently, score-level fusion 
schemes are used to fuse these two kinds of heterogeneous information. Experi-
mental results on a representative dataset demonstrate that our framework  can 
definitely take full advantage of image and text information and improve final 
classification performances.  
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1  Introduction 

With the rapid development of the Internet and the extensive use of intelligent de-
vices, such as smart phones and cameras, massive amounts of images have been 
emerging on the web, consequently, the content of web pages are extremely multi-
tudinous. Additionally, web page designers prefer to utilize images to express the 
theme of a page. In extreme cases, a web page contains lots of images while only a 
few or even no text, and this kind of web pages take a increasing proportion, 
which can be found easily. 
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the best of our knowledge, most of these algorithms only take advantage of text 
information, no matter their web pages datasets contain lots of images or not. We 
argue that these algorithms, to a large extent, don't accord with the reality of the 
Internet. To this end, we propose a general framework for classifying web pages, 
which can make heavy use of both image and text information to improve final 
classification performance. 

In our framework, information preprocessing plays a very basic role. It's com-
monly accepted that not all images in a web page have influence on its theme, es-
pecially those decorative images, advertising images, and hyperlink images. Get-
ting rid of these invalid images and save those valid images can definitely improve 
classification performance and reduce computation complexity, memory and time 
consumption. The FOrward CompArison of Relative Sizes Sorting(FOCARSS) 
algorithm we propose can fulfil this task effectively, robustly and fast. The es-
sence of FOCARSS is that images of large sizes should be chosen preferentially, 
while images of similar sizes always be evaluated delicately to determine where 
they are valid or not. The text of a web page that we can see in a browser are ex-
tracted by regular expression. 

After preprocessing, each web page has a bag of valid images, and the number 
of valid images varies from zero to a large value. When conducting image-based 
web pages classification, Multi-Instance Learning(MIL)[6], which can measure 
the similarities between bags effectively, is utilized. In the MIL of our framework, 
each image is seen as a instance, and is represented by the mid-level feature vector 
of the Bag-Of-Features(BOF) model. Regarding the similarity metric between 
bags, the effective Multi-Instance Kernel(MIK) proposed by Garnter etc.[7] is 
used, which can be computed easily and fast. Subsequently, Support Vector Ma-
chine(SVM) is used to conduct the classification. Regarding text-based web pages 
classification, the well-known Bag-Of-Words(BOW) model is applied, and the 
vocabulary of the BOW model is selected elaborately. Analogously, SVM is used 
again to conduct the classification. 

After conducting classification separately, image and text information are fused 
at the score level. In our framework, weighted sum fusion rules are utilized. 

Generally, our framework can be applied to binary and multi-class classifica-
tion. In the experiments, we evaluate the framework on a dataset that contains 
drug-related web pages and common web pages. The results demonstrate that the 
MIL algorithm can achieve comparable classification performance with that 
achieved by the BOW model. Finally, score-level fusion can fuse image and text 
information effectively and achieve better classification performances. 

The rest of the paper is organized as follows. Section 2 introduces the informa-
tion preprocessing. Section 3 presents individual classification algorithms, includ-
ing MIK, BOF and BOW. Section 4 proposes the score-level fusion schemes. Sec-
tion 5 conducts the experiments, and Section 6 concludes the paper. 

 
 
 

1062



 

2  Information Preprocessing 

According to the contents of web pages on the network, we can generally divide 
them into three main categories: text-dominated web pages, exhibition-style web 
pages, and images-dominated web pages[8]. 

There are lots of text in text-dominated web pages, and probably only a few or 
no illustration image is in them. Old-fashioned web pages and news web pages be-
long to this category. Additionally, there are lots of small decorative images, ad-
vertising images, and hyperlink images in news web pages, as shown in Fig. 1(a). 

Exhibition-style web pages are mainly used to exhibit an object, a painting, or a 
commodity, etc. There is a main image and some explanation text, the size of the 
main image is often much larger than those of surrounding images, as shown in 
Fig. 1(b). 

In images-dominated web pages, lots of images are presented compactly, and 
the sizes of them are almost equivalent. This kind of web pages mainly exist in 
shopping web sites and photo-sharing web sites, only very few words are  in them, 
as shown in Fig. 1(c). 

In the light of deep analysis of images structure of web pages, we propose the 
FOrward CompArison of Relative Sizes Sorting(FOCARSS) algorithm to extract 
those valid images in a web page. The FOCARSS algorithm can pick out those 
meaningful images and get rid of those unwanted images as much as possible. 
Additionally, it can handle almost all kinds of web pages and is robust for the rea-
son of using relative image sizes. 

Fig.1 Three representative web pages. (a) The left one: Web page with large amount of 
text (b) The middle one: Web page with a dominant image (c) The right one: Web page 
with lots of images 
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Multifarious web pages correspond to cluttered text in html files, consequently, 
regular expression, as a powerful text analysis tool, is utilized in our framework to 
extract those text that can be seen through a browser. 

3  Individual Classification Algor ithms 

We first explain clearly the MIK, then present the BOW and BOF model together. 

3.1 Multi-Instance Kernel 

Actually, most of existing multi-instance learning algorithms are modifications of 
supervised learning algorithms by translating the objective of them from discrimi-
nating instances to discriminating bags. Multi-Instance Kernel(MIK)[7] is an ex-
cellent representative for its easy implementation and promising performance. 
Suppose there are bag 1{ , , }

ii i inB x x=
 

 and bag 1{ , , }
jj j jnB x x=

 
 , MIK 

measures the similarity between bag iB  and jB  as 
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                                  (3.1) 

where (.,.)K  is some kind of conventional kernels defined on instances, such as 
linear kernel, polynomial kernel, RBF kernel etc. and p  is a positive integer. To 
avoid numerical problems, MIK should be normalized. MIK can be applied 
seamlessly in SVM to conduct classification. In our framework, we set  (.,.)K  

of the MIK to the RBF kernel. Regarding RBF kernel, (.,.)pK  is still a RBF 
kernel, consequently, p  can be set to 1, and it's only needed to tune the parame-
ters of RBF kernel to achieve the best classification performance. 

In practical applications, it's well recognized that reasonable multi-instance re-
presentation is sort of more important than the selection of MIL algorithms. In 
our framework, the instances of a bag are the mid-level feature vectors of the 
BOF model. 

3.2  BOW model and BOF model 

Bag-Of-Words is a classical and well-known model for document representation. 
First, a vocabulary is selected by feature selection algorithms, then a document is 
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represented as a count vector of the words in the vocabulary. Finally discrimina-
tive or generative classifier is applied for classification. 

Bag-Of-Features model is analogical to the BOW model. First, local features 
such as SIFTs are extracted, and  a codebook is generated by K-means clustering 
or other algorithms; then all local features of an image are coded according to the 
codebook, and a mid-level feature vector, whose dimensionality is the same as that 
of the codebook, is generated. the mid-level feature vector is taken as  representa-
tion of the image, i.e. a instance of a bag in our framework. 

4  Score-level Fusion Schemes 

Using the MIL algorithm and the BOW model, two SVMs are trained for image-
based and text-based web pages classification respectively.  Sigmoiding their out-
puts generates corresponding scores imS  and txtS , which are then fused at the 
score level. Additionally, according to these scores, two ROC curves can be gen-
erated and corresponding Equal Error Rate(EER) values can be gotten, which will 
be used in weighted sum rules. 

Generally, suppose we have K  kinds of scores, then the final scores can be 
gotten by fusing them as follows: 

1

K

k k
k

S W S
=

=∑                                                       (4.1) 

where kW  is the weight for scores kS . The weight can be determined in many 
ways such as: 

1

1

1
k

k K

k k

EERW

EER=

=

∑
                                                  (4.2) 

and 

1

1 2

1 2
K

k
k

k
k

EERW
EER

=

−
=

−∑
                                            (4.3) 

We refer to above-mentioned two schemes as SL-EER1 and SL-EER2. The es-
sence of EER-weighted schemes is that, the better classification performance one 
classifier achieves(i.e. the lower EER value), the greater its weight is[9]. 

Another way to determine the weight is utilizing D-Prime[9,10]. Suppose P
kµ  

and  N
kµ  are the mean values of those scores of corresponding positive samples 
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and negative samples in the k -th classifier,  P
kσ  and  N

kσ  are corresponding 
standard deviations, then the D-Prime is 

2 2( ) ( )

P N
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σ σ

−
=

+
                                      (4.4)  

The D-Prime measures score separation and can be used to determine the fusion 
weight: 
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and we refer to this scheme as SL-DP. 

5  Exper imental Results 

We apply the novel framework to classify drug-related web pages, which contain 
lots of drug-taking instruments and cannabis images, as shown in Fig.1(b) and 
Fig.1(c). We collected 2144 drug-related web pages from  about one hundred re-
lated web sites as positive samples, and 2283 normal web pages as negative sam-
ples, which cover topics of news, shopping, photo-sharing, etc. Halves of both 
positive and negative samples were used for training, and the reminding halves 
were used for testing. 

A codebook of 1500 codes was generated by K-means clustering all dense-
sampled RGBSIFTs[11] of valid images of training web pages, and the mid-level 
feature vector for each valid image was generated by hard coding and sum pooling 
in the BOF model. Regarding text information, 100 discriminative words were se-
lected, and then used to form the vocabulary, which was used to generate the 
words count vector for each web page. 

Taking those mid-level feature vectors as instances, Multi-Instance Learning 
was used to conduct the image-based web pages classification; According to the 
words count vectors, SVM[12] was used to conduct the text-based web pages 
classification. Subsequently, outputs of both classifiers were sigmoided as scores 
for score-level fusion. If there was no valid image in a web page, its score was set 
to 0.5, i.e. the probability of random guess. 

In our experiments, ROC curves and EER values are used for presentation and 
explanation of experimental results. For paper space limitation, ROC curves of the 
image-based and text-based web pages classification are shown together with the 
ROC curves of weighted sum fusion schemes, as shown in Fig.2. The EER values 
of all ROC curves are listed in Table 1. 
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According to these experimental results, it's quite clear that, although text in-
formation can discriminate web pages satisfactorily, image information can 
achieve comparable classification performance as long as exploited appropriately. 
Additionally, Fusing these two heterogeneous information can improve classifica-
tion performance by a large margin, which can be seen from Fig.2 and Table 1. 

 
 
 

Single source EER(%) Fusion scheme EER(%) 
images 14.1 SL-EER1 6.6 

text 8.9 SL-EER2 4.8 
  SL-DP 5.3 
 

6  Conclusion 

A novel framework for classifying web pages containing images and text has been 
proposed, which can exploit both image and text information thoroughly and take 
full advantage of them. In this framework, the effective FOCARSS algorithm is 
utilized to select those valid images in a web page, which are appropriately 
represented by BOF model. Multi-Instance Learning and BOW model are used in-
dividually to conduct respective classification, whose outputs are sigmoided and 
fused at the score level to achieve improved classification performance. Experi-
mental results on a representative dataset demonstrate the effectiveness, flexibility 

Fig.2 ROC curves of weighted sum fusion 

 Table 1 EER values of all classification schemes 

1067



and robustness of the framework. In the future, video and audio information will 
be integrated into this framework, to accord with those more and more abundant 
contents of web pages. 
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