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Abstract  Based on Surendra algorithm, an improved adaptive threshold 

algorithm has been proposed. Simultaneously, a gradient update rate algorithm has 

also been proposed to better adaptability and robustness in various videos. These 

two algorithms with real-time and detecting time shorter have been effectively 

used in moving target detection. 
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1. Introduction 

The video moving objects detection has already been a hot issue in current study 

around the world. There are some mature algorithms such as Optical Flow Method
 

[1], Frame Difference Method [2], and Background Subtraction Method [3] so far. 

This article is based on the classic Surendra algorithm [4] [5] of Background Sub-

traction Method, whatever the threshold in the Surendra algorithm is set to be a 

fixed value or fixed by some exist algorithm[6] [7] [8] [9], we still could not get a 

good real-time updating background. So some existed algorithms are summarized, 

and then a new adaptive threshold algorithm based on Surendra algorithm is pro-

posed. This new adaptive threshold algorithm consumes shorter time, gets better 

effect than original algorithm, and has practical significances. In addition, the gra-

dient update rate algorithm (GURA) is also raised, due to the discovery that it may 

bring out a bad background extraction at the beginning of the video, through test-

ing of various kinds of video, the two algorithms both have good robustness and 

great efficiency.  
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2. Moving Target Detection Algorithm 

2.1  The Overall Algorithm Introduction 

The overall algorithm consists of five parts: the extraction of the background, the 

background updating, the subtraction of background, the detection of the target, 

and post treatment. 

The background updating and extracting are critical for the complexity of subse-

quent processing in above algorithm which is shown in Fig. 1: 

 
     Fig.1 Algorithm Flow Chart Overall 

2.2 Improved Surendra Algorithm 

In the original algorithm [4] [5], T is an empirical value and cannot be precisely 

determined. The variable T cannot adapt to the environment well when the cir-

cumstance 

es is bad and has much lights and shades. Therefore, the factors that will affect the 

threshold value are studied in this paper.  

In order to extract the moving target from the background, the extracted fore-

ground is applied to find the pixel points 1N
 of the moving target.  

                             1 1iN TotalPixels F 
                                                   (1) 

Since the moving target is not at the same position between two frames, the target 

get longer after the difference processing. It means that the number of pixels 2N
, 

which is processed by frame difference processing, will be nearly


times as much 

as 1N
. 

The value of 


 is specifically related to target speed, the interval time between 

two frames, and the distance between camera and target, but the speed of the ve-

hicle distance changes little, and the distance between the camera and the road 

changes little. So


 is approximately related to the interval time between two 
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frames. Thereby a research of the relationship between the interval time between 

the two frames and


 is carried on: Shown in Fig.2: 

   
               (a)                                (b)                                 (c)  

Fig.2 Compare between the differenced figure and the original figure. (a) is original figures; (b) 

is the differenced figure 1i iI I 
; (c) is the differenced figure 4i iI I 

. (Fps=15) 

In figure 2 (b) and (c), the length of the vehicle is significantly longer than that in 

the original image. Therefore, increasing the number of test group could help fi-

guring out the relationship between the interval time of the two frames which is 

Shown in the Fig.3: 

 

Fig.3 the fitting relation between 


 and the intervals 

We can conclude that 


 and time interval are simple linear relationship. The rela-

tion is: 

       
1+3.78 /N fps  

                                                              (2)           

(N refers to the number of frames difference between two frames) 

Considering that the information of the edge and the shadow of the cars in the se-

parated foreground may be ignored, the interval time of the value of the 


 needs 

to be expanded. Let: 

        
2 3.78 /N fps   

                                                                (3) 

Then calculate the number of each frame image pixels of background: 
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       1BN TotalPixels N   
                                                 (4) 

Through the frame difference histogram, determine the threshold value in accor-

dance with the below algorithm: 

1( ( ( ) ( ) ))i B i Bthres i when sum H N sum H N   
 

        Here：


i

ii HisHsum
0

)(

                                      (5) 

 For each frame whose size is 240 320 , time consumption of processing is just 

8 ms. This algorithm meets the need of real-time, even up to the frame-by-frame 

processing, at the same time also it has a high accuracy and good application 

prospect. 

 

2.3 The gradient update rate algorithm 
 

Taking the first frame as the initial background will lead to poor effect of extrac-

tion at the beginning of the video background, and thus there is no significance in 

the subsequent extraction. For this purpose we propose the gradient update rate 

method which is simple and effective. To be specifically, we find a suitable func-

tion to make the background update rate converge to default values at an appropri-

ate speed. Because of the high update background rate, the initial background en-

ter the " state“ as soon as possible, and thus solving the problem of the moving 

target detection at the beginning of the video. 

 Gradient function used in this paper is an inverse proportional function: 
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                                                               (6) 

This function is simple in form, and the rate of decay tests appropriate. The new 

algorithm can make the background image of the video update quickly and stably 

at the beginning, and also its time-consuming is short, to sum up, which has cer-

tain practical value. 

 

3. Experiment results and analysis 
 

The experiment will set the first frame as background image, and adopting (and 

adopt) an improved algorithm of Surendra into real-time background updating. 

Hardware environment：3G of memory；Intel(R) Core(TM) i3 CPU M 330 

@2.13GHz 。 Software environment ：Windows 7 ；Microsoft Visual Studio 

2010。Video frame rate of 15 frames / s, the frame size is 240320. 
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3.1 Improved Surendra algorithm’s performance 
 

Compare the improved Surendra algorithm with the commonly used OSTU algo-

rithm, and the result is shown in Fig.4.  

       
   (a)                                  (b)                               (c)   

        
  (d)                                 (e)                              (f)   

Fig.4 Compare between the improved surendra algorithm and OSTU algorithm from same origi-

nal figure. (a) and (d) are the original figures;(b) and (e) are the results of the improved surendra 

algorithm from (a) and (d) respectively ;(c) and (f) are the results of the OSTU algorithm from 

(a) and (d). 

 

In the Fig.4 (b) (e), the moving vehicle has almost disappeared when the improved 

surendra algorithm proposed in this paper was used, and in the Fig.4(c)(f), the 

most parts of moving vehicle can still be seen when the OSTU algorithm was 

used; In Fig.4 (d) where there is lights and shades which is more complex to cope 

with, and it can be found that in the Fig. 4 (e) the person in the center of the figure 

has almost disappeared and in the Fig.4(f) the person can still be found. It shows 

the algorithm’s superiority and robustness. 

 

Table 1 Two algorithm’s Time-Consuming: 

Algorithm Average Time 

Consuming 

Improved Surendra Algorithm proposed in this paper    0.008s 

OSTU algorithm 0.011s 

It shows that the new algorithm’s time-consuming is smaller than the traditional 

OSTU algorithm, so it can save more time to the subsequent processing. 

 

3.2 The effect of gradient update rate algorithm (GUR algorithm) 
In order to know the effect of this new algorithm, using the 30th frame to find the 

difference shown in the Fig.5: 
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        (a)                         (b)                       (c)                       (d)                   

Fig.5 Two kinds of algorithm were used and the comparisons of two results were displayed 

above. (a) is the 30th foreground using the GUR algorithm;(b) is the 30th background using the 

GUR algorithm;(c) is the 30th foreground using original algorithm; (d) is the 30th background 

using the original algorithm. 

 

It shows that using the gradient update rate algorithm proposed in this paper can 

effectively solve the shortcomings of the video background updating. In Fig.5 (c), 

there are a lot of background mistakes for a moving target, and this problem will 

no longer exist when the gradient update rate algorithm was used. 

 

3.3 Overall algorithm performance research 
 

In order to reflect the algorithm’s real-time characteristics, using Gaussian mixture 

model algorithm and the average background algorithm comparing with the pro-

posed algorithm is shown in table1 

 

Table 2 Several detection algorithms performance comparison 

Type of the Detection Algorithm Time-Consuming Per Frame (s) 

Gaussian mixture model algorithm      0.171 

average background algorithm   0.078 

Algorithm proposed in this paper   0.042 

From Table.1, Gaussian mixture model algorithm takes the longest time, and 

cannot do the frame-by-frame processing, and the algorithm in this paper is the 

fastest one to meet the need of real-time processing. 

The overall algorithm experimental results have been shown in Fig.6. 
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           (a)                        (b)                        (c)                       (d)  

    
   (e)                        (f)                       (g)                       (h)  

Fig.6 Compare between the detection result and the background. (a) (c) (e) (g) are the detection 

result from different video; (b) (d) (f) (h) are the background from different video corresponding-

ly. 

 

From Figure.6, moving targets is detected without omission no matter they are big 

or small. In Fig.6(c) (d), the blue car has stopped, the program regard them as 

background immediately. In Fig.6 (g) (h), the moving target can identified regard-

less of the brightness changes. 

These fully proves the real-time and robustness of the improved algorithm, 

which thus can be applied in engineering applications. 

 

4. Conclusions 
 

This paper uses the improved Surendra algorithm to extract the background, com-

bined with the gradient update rate algorithm to solve the problem of moving ob-

ject detection in complex environments. The algorithm effectively solves the prob-

lem of the adaptive threshold selection of the Surendra algorithm, and give a good 

solution to the problem that the background image cannot be generated quickly at 

the beginning of the video .This algorithm has short time-consuming, high effi-

ciency, strong anti-interference and adaptability to change in the external envi-

ronment such as weather and light, and it can basically realize the real-time 

processing of moving object detection. The experiment reflects the proposed algo-

rithm’s effectiveness and robustness. 
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