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We should find a way to make blurring locally adaptive to the image data so 

 

Abstract. In this paper,we present a novel descriptor,called Modified-SIFT (M-
SIFT),which is more suitablefor KAZE feature point than other descriptors such 
as:SURF and SIFT.Their combining even outperformsSIFT matching algorithm 
and standard KAZE algorithm. We present extensive experimental image match-
ing results on the Mikolajczyk and Schmid datasetwhich show clear advantages of 
our descriptor against others. 
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1 Introduction 

Given two or more images of a scene, the ability to match corresponding points 
between these images is an important component of many computer vision tasks 
such as image registration object tracking, and object recognition.  

On the basis of previous studies, Lowe proposed Scale Invariant Feature Trans-
form (SIFT) [1]algorithm based on Gaussian scale space, and it had proven to be 
the most popular multiscale feature detection and description algorithm. How-
ever,it has some important drawbacks.Gaussian blurring does not respect the natu-
ral boundaries of objects and it smoothes details and noise in the same extent at all 
scale levels, the price to pay for this is areduction in localization accuracy. 
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that noise will be blurred, but details or edges will remain unaffected. To achieve 
this, Alcantarilla et al proposed KAZE features [2],a novel multiscale 2D feature 
detection and description algorithm in nonlinear scale spaces. They exploits 
nonlinear diffusion filteringin the context of multiscale feature detection and de-
scription using efficient schemes.  

In this paper we go deeper in study of the descriptor of KAZE feature, and pro-
pose to find the most suitable descriptor. Our descriptor is named Modified SIFT 
(M-SIFT), based on SIFT descriptor.  

The remainder of this paper is organized as follows:Section2gives an introduc-
tionto nonlinear diffusion filtering. Then, we describe KAZE feature detection in 
Section 3.Modified SIFT descriptor is explainedin Section 4.Experimental results 
are provided in Section 5 and conclusions are presented in Section 6. 

2 Nonlinear  Diffusion Filter ing  

2.1 Peron -Malik Diffusion Equation 

Nonlinear diffusion approaches describe the evolution of the luminance of an im-
agethrough increasing scale levels as the divergence of a certain flowfunction that 
controlsthe diffusion process. These approaches are normally described by nonli-
near partialdifferential equations(PDEs): 

 
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 𝑑𝑑𝑑𝑑𝑑𝑑(𝑐𝑐(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) ∙ 𝛻𝛻𝛻𝛻) (2.1) 

where𝑑𝑑𝑑𝑑𝑑𝑑and𝛻𝛻𝛻𝛻are respectively the divergence and gradient operators.By setting 
the appropriate conduction function𝑐𝑐(𝑥𝑥, 𝑦𝑦, 𝑡𝑡), we canmake the diffusion adaptive 
to the local image structure.Thetime 𝑡𝑡 is the scale parameter, and the larger its 
value, the image representationsare more simple.Perona and Malik proposed con-
duction function [4]is defined as: 

 c(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = 𝑔𝑔(|∇𝐿𝐿𝜎𝜎(𝑥𝑥, 𝑦𝑦, 𝑡𝑡)|) , 𝑔𝑔 = 1

1+|∇𝐿𝐿𝜎𝜎 |2

𝑘𝑘2

 (2.2) 

where ∇𝐿𝐿𝜎𝜎 is the gradient of a Gaussian smoothed version ofthe original image L.  
The parameter𝑘𝑘is the contrast factor that controls the level of diffusion,it deter-
mines which edgeshave to be enhanced and which have to be canceled.In KAZE 
algorithm, ittakes an empirical value for k as the70%percentile of the gradient his-
togram of a smoothed versionof the original image. 
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2.2 AOS algorithm 

For nonlinear partial differential equations,there are no analytical solu-
tions.Generally we use numerical analysis method to get the iterative solution.One 
possible discretization of the diffusion equation is the so-calledlinear-implicit or-
semi-implicitscheme [5], it can be expressed as: 

 
𝐿𝐿𝑖𝑖+1−𝐿𝐿𝑖𝑖

𝜏𝜏
= ∑ 𝐴𝐴𝑙𝑙𝑚𝑚

𝑙𝑙=1 �𝐿𝐿𝑖𝑖�𝐿𝐿𝑖𝑖+1 (2.3) 

where𝐴𝐴𝑙𝑙 is a matrix that encodes the image conductivities for each dimension. For-
tunately, this linear system can be quickly solved by means of the Thomas algo-
rithm and obtain the solution 𝐿𝐿𝑖𝑖+1 as: 

 𝐿𝐿𝑖𝑖+1 = �𝐼𝐼 − 𝜏𝜏 ∑ 𝐴𝐴𝑙𝑙𝑚𝑚
𝑙𝑙=1 �𝐿𝐿𝑖𝑖��

−1
𝐿𝐿𝑖𝑖  (2.4) 

3KAZE Feature Detection 

There are two main steps for KAZE feature detection. Firstly we build the nonli-
near scale space using AOS techniques and PDEs. Then, we detect feature points 
of interest whichare the local maxima of the scale-normalizeddeterminant of the 
Hessian response through the nonlinear scale space. 

3.1 Nonlinear Scale Space Building 

We discretize the scale space in logarithmic steps arranged in a series of O octaves 
and S sub-levelsas done in SIFT. However, we always work with the original im-
age resolution, without performing any downsampling at each new octave. The 
octave index oand the sub-level indexs are mapped to their corresponding scale 
σ through the following formula: 

𝜎𝜎𝑖𝑖(𝑜𝑜, 𝑠𝑠) = 𝜎𝜎02𝑜𝑜+𝑠𝑠 𝑆𝑆⁄ , 𝑜𝑜 ∈ [0 …𝑂𝑂 − 1], 𝑠𝑠 ∈ [0 …𝑆𝑆 − 1], 𝑖𝑖 ∈ [0 …𝑁𝑁],(3.1) 

where σ0is the base scale level and Nis the total number of filtered images. For 
obtaining aset of evolution times from which we build the nonlinear scale space, 
we use the following mapping𝜎𝜎𝑖𝑖 → 𝑡𝑡𝑖𝑖: 

 𝑡𝑡𝑖𝑖 = 1
2
𝜎𝜎𝑖𝑖2, 𝑖𝑖 = {0 …𝑁𝑁}, (3.2) 
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Given an input image,we firstlycompute the image gradient histogram and ob-
tain the contrast parameter𝑘𝑘. Then, given the contrast parameter andthe set of evo-
lution times 𝑡𝑡𝑖𝑖 , we build the nonlinear scale space inan iterative way using the 
AOS schemes (which are absolutely stable for any step size)as: 

 𝐿𝐿𝑖𝑖+1 = �𝐼𝐼 − (𝑡𝑡𝑖𝑖+1 − 𝑡𝑡𝑖𝑖) ∑ 𝐴𝐴𝑙𝑙𝑚𝑚
𝑙𝑙=1 �𝐿𝐿𝑖𝑖��

−1
𝐿𝐿𝑖𝑖 . (3.3) 

3.2 Feature Detection 

We compute the response of scale-normalized determinant of the hessian at 
multiple scale levels for detecting points of interest [8]. Hessian matrix is calcu-
lated as follows: 

 𝐿𝐿𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 = 𝜎𝜎2�𝐿𝐿𝑥𝑥𝑥𝑥 𝐿𝐿𝑦𝑦𝑦𝑦 − 𝐿𝐿𝑥𝑥𝑥𝑥2 �,  (3.4) 
 

where�𝐿𝐿𝑥𝑥𝑥𝑥 , 𝐿𝐿𝑦𝑦𝑦𝑦 �arethe second order horizontal and vertical derivatives respec-
tively,and𝐿𝐿𝑥𝑥𝑥𝑥 is the second order cross derivative. In order to detect the local 
maxima ofthenonlinear scale space 𝐿𝐿𝑖𝑖 , each sample point is comparedto its eight 
neighbors in the current filtered image and nine neighbors in the scale above and-
below. 

4. Modified SIFT descr iptor  

4.1 F inding the Dominant Orientation. 

In order to achieve invariance to image rotation, we identify adominant orientation 
for the interest points. Similar to SURF [3], we first calculate first order deriva-
tives𝐿𝐿𝑥𝑥  and𝐿𝐿𝑦𝑦 in a circular neighbourhoodof radius6 𝜎𝜎𝑖𝑖with a sampling step of 
size  𝜎𝜎𝑖𝑖 . These first order derivativesare weighted with a Gaussian centered at 
theinterest point. Then, the derivative responses are represented as points in vector 
spaceand the dominant orientation is estimated by calculating the sum of all re-
sponses within a sliding orientation window of size𝜋𝜋 3⁄ . The longest such vector 
over all windows defines the dominant orientation. 
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4.2 Building descriptor 

Thedescriptorfor each point is created basedon a patch of pixels in its local 
neighborhood.Since we get the location, scale, orientation of each keypoint, the 
descriptor is robust to the rotation of image. The descriptor is computed as a set of 
histograms on 16×16 pixel neighborhoods. Every histogram contains 4×4 subre-
gions and every subregion contains 8 bins for directions, this result in an 8-
dimensional vector. Finally, the descriptor of each keypoint contains a 
128(4×4×8) element of feature vector. In order to reduce the effects of illumina-
tion change, the vector is normalized to the unit length.  

5 Exper iment results and conclusions 

These  experiments  are carried  out  on  an  Intel(R) Pentium(R)  CPUG630@2.70  
GHz  computer with  2G  RAM and the operation system is windows XP.All ex-
periments run on the VS2010 and Opencv2.4.3. 

In this section, we present extensive experimental results obtained on the stan-
dard evaluation set of Mikolajczyk et al [6, 7]. This standard dataset includes eight 
images sets(each sequence generally contains 6 images)with different geometric 
and photometric transformations such as image blur, lighting, viewpoint, scale 
changes, zoom, rotation and JPEG compression. 

We compare our method against SIFT, standard KAZE, KAZE feature point 
with SIFT descriptor and KAZE feature point with SURF descriptor. 

5.1 Time consumption 

We computer the average detection time of three different feature on eight image 
sets of  the Mikolajczyk and Schmid dataset. Table 1 shows the detection time of 
each image in same image sets. We can find the KAZE feature point average de-
tection time is close even less than the SURF feature point for whole image.This is 
also an important reason that we use kaze feature point.   

Table1 .average detection time of each image 

(ms) bark bikes boat graf leuven trees ubc wall 
SIFT 382 388 361 466 203 989 388 612 
SURF 989 936 1295 1226 842 1848 1204 2002 
KAZE 649 1166 1197 1015 901 1750 965 1326 
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5.2 Matching performance 

Initially we intend to adopt the method of combiningkaze feature pointwithSIFT 
descriptor, but we find it does not have rotational invariance. The Fig1 shows the 
match result of the method of combining KAZE feature point with SIFT descrip-
tor, it can’t find any match pairs between the left image with the right. The Fig2 
shows the match result of our method, it finds enough match pairs.In order to 
evaluate its overall performance, we have done more detailed experiments in the 
public datasets. 

 

 
Fig1.  KAZE+SIFT (Brute Force match) 

 
Fig2. KAZE+M-SIFT (Brute Force match) 

We respectively match the first image with the other five images in eight image 
sets, and compute the matching number in four different algorithms. In order to 
improve matching accuracy, we use RANSACalgorithm [9]to optimize our re-
sults. As shown in Fig3, our method of combining KAZE feature point with M-
SIFT descriptor is better than others. Although in some image sets advantage is 
not very obvious ,such as bark sets, because KAZE feature is weaker than SIFT 
feature on the scale invariance. In other sets, our method shows better perform-
ance for viewpoint changes, image rotation, blur, jpeg compression and illumina-
tion changes than others. 
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Fig3.matchingnumbers in eight image sets for four different algo-
rithms(KAZE,SIFT,KAZE+SURF and KAZE+M-SIFT), img1-2 means the first image match 
with the second image 

6Conclusions 

In this paper, we have presented M-SIFT descriptor, and our results show a better 
performance against SIFT and standard KAZE matching algorithms.In addition, 
our descriptor is more suitable for KAZE featurethan SURF and SIFT descriptor. 
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