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Abstract. A fast depth estimation algorithm based on the K-means image 
segmentation is proposed in this paper. Traditional global-based depth estimation 
methods using graph-cuts made good performance on the depth map estimation, 
however, the time cost is a big problem for real time application. A fast segment-
based method was discussed in this paper, aiming to reduce time cost and at the 
same time maintain or even improve the performance of depth map estimation. 
Firstly, the reference image is segmented by K-means method and then  mark each 
segment as different types. Secondly, apply different matching methods for each 
kind of segment to get the initial matching cost. Thirdly, correct the depth values 
of unreliable pixels in each segments. Finally, depth values of each segments are 
determined by using the final matching cost. The experience results demonstrate 
the superior performance of the proposed algorithm.
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Along with the development of the 3D technology, people realize the 
importance of 3DTV and it does give the users a sense of reality. However, 
compare 3DTV with traditional TV programme, the data size of 3DTV is much 
larger than the traditional ones, which brings us a big problem in 3D data 
translation. In order to meet the requirements of the limited bandwidth, it is not 
convenient to transport each view points of the 3D video,thus it is necessary to use 
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an immediate 3D representation of view scene system. Using depth maps and 
synthesizing video point at the decoders can be much more efficient than 
transporting multi-view videos, thus a fast depth map estimation algorithm is 
needed. 

There are many approaches have been taken to solve the problem of depth 
estimation, and the most popular methods in solving this problem are local-based 
method[1-3] and global-based[4] method. Global-based method defined the energy 
function to find the optimal parallax plane, it can achieve the optimal depth map in 
theory, but the algorithm complexity is too high to generate real time depth 
maps.[6,7,8] Local-based method is more efficient and more suit for real-time 
application than the Global-based method, but  local-based  method usually use a 
small window to make stereo matching and the precision of the pixels are related 
to the size of the window[10-13], which has a seriously influence on the performance 
in edges.  For these reasons, we dedicate to the local-based method and try to find 
a fast local-based algorithm using an adaptive window to achieve the same 
performance as the global-based algorithm. 

  

Fig. 1    Flow chat 
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2 Fast depth estimation Algorithm 

The proposed method use the K-means[4] segmentation method which can 
significantly reduce the time cost and at the same time keep the good performance 
of segmentation. The flow chat is described in figure 1. For the flat areas we adopt 
adaptive methods to compute the disparity, which is depend on the size of each 
segment, for the high texture regions, a pixel-based algorithm is used to compute 
the disparity of each pixel to preserve the texture, then apply a correction step to 
refine the depth values. In the end, convert the disparities to depth values.[13-14] 

 

2.1 Image Segmentation 

Firstly, we assume the pixels in a flat region have the similar disparity and the 
disparity varies severely only in the pixels of the texture regions, we apply the K-
means segmentation method to divide the reference image into several different 
segments and mark the segment as ( )0,1,2...iS i = . 

Secondly, separate the segments into three categories according to the amount 
of the pixels in each segments. We define the smooth region as large block and 
small block, and the high texture region as high precision block.  

We set two thresholds 1B  and 2 1 2( )B B B>  , if the size of 1iS B> , we define 

this segment as large block, if the size of 2iS B>  and 1iS B< , we define the 

segment as small block and if the size of  2iS B< , we define the segment as high 
precision block. 

2.2 Calculate the initial matching cost 

In this step, traverse the disparity values from mind  to maxd , calculate the 

initial matching cost 1C , and the corresponding disparity is 1d . 
The simple SAD(sum of absolute differences) measure is performed in the large 

blocks to aggregate matching cost, as shown in equation 1,  ( , , )SADC x y d  is the 
matching cost, ( , )W x y represents the segment of the large block and ( , )x y  is the 
coordinate value, ( , )I u v is the luminance value of the pixel ( , )u v , cos tT is the 
time cost between two frames. 
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cos
( , ) ( , )

( , , ) ( , ) ( ),SAD L R t
u v W x y

C x y d I u v I u d v T
∈

= − − +∑   (1)                                                                                               

In order to avoid the error in edges, we also combined the SAD with a single 
direction gradient based measure for the small blocks. In equation 2 , 

( , , )SGRADC x y d is the matching cost of gradient function , ( , )x I x y∇  represents 
the gradient function in x direction. Then we can gain the the matching cost of the 
small block in equation 3. 

 
   

( , ) ( , )
( , , ) ( , ) ( , )SGRAD x L x R

u v W x y
C x y d I u v I u v

∈

= ∇ −∇∑                        (2) 

 
  

1 2 cos( , , ) * ( , , ) * ( , , )SAD SGRAD tC x y d C x y d C x y d Tω ω= + +           (3) 
 

In the high precision block, unlike the first two steps, these segments need to be 
more precise, we calculate the cost in pixel-wise, and compute the error cost point 
by point. We combined MAD(mean absolute differences) with an eight direction 
gradient based measure for the high precision blocks. [15]  As shown in equation 4 
and 5 , ( , )MADC x y is the matching cost of  MAD, and in equation 6 and 7,  

( , )SGRADC x y is the matching cost in eight direction gradient based measure ,then 

the final matching cost is ( , , )C x y d in equation 8. 

1( , ) ( , ) , { 1,0,1}
9

M x y I x a y b a b= ∗ − − ∈ −∑              (4) 

( , ) ( , ) ( , )MAD L RC x y M x y M x d y= − −                                  (5) 

( , ) ( , ) ( , ) , { 1,0,1}, 0G x y I x y I x a y b a b a b= − − − ∈ − ≠          (6) 

1( , ) ( , ) ( , )
8SGRAD L RC x y G x y G x d y= ∗ − −∑                           (7) 

1 2 cos( , , ) * ( , , ) * ( , , )MAD SGRAD tC x y d C x y d C x y d Tω ω= + +                (8) 
                        
In the end, we will get the initial matching cost 1C  by applying the 

WTA(winner-take-all) and get the corresponding disparity 1d  in equation 9, at the 

same time ,we take down the minimum matching cost min1C and the second 

minimum matching cost min 2C  ,if min1 min 2 1C C threshold− > , we mark the  

pixel as unreliable pixel.       

min max
1 ( , )
( , ) min ( , , )

d d d
d x y C x y d

∈
=                                    (9) 
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2.3 Calculate the final matching cost 

2.3.1 Correction of the unreliable pixels in large blocks and small blocks      

We need to make a refinement in each segment, this is because we have 
computed the initial disparity values which are achieved by the previous 
segmentation step, and the precision is relatively low, the pixels in the same 
segment have the single disparity values, this may be not match the real disparity 
values, so we make a pixel wise refinement to correct the unreliable pixels.  

In this step, we will find the unreliable pixels in the blocks and mark these 
pixels by a new value. In order to get more precision, traverse the disparity values 
from 1 1d −  to 1 1d + ,  calculate the minimum matching cost 2C  in pixel-wise, 

and the corresponding disparity is 2d . We use the MAD in the pixel-wise based 
method and compute the matching cost point by point. 

Compare 1d and 2d : 

If 1 2d d= ,  this means the result in the first and second process are the same 
and then we assume the disparity value is correct and mark the pixel as reliable 
pixel, remain d1 unchanged, assign the final disparity value 1( , ) ( , )d x y d x y= ; 

If 1 2!d d= this means the result in the first and second process are different, so 
mark the pixel as unreliable pixel; 

If a pixel is marked as unreliable, compare the corresponding 1C  and 2C  , if 

1 2( ) 2abs C C threshold− > , this means the two results in the first and second 
process vary severely, then we assign the final disparity value of this pixel as the 
second result : 2( , ) ( , )d x y d x y= .  

2.3.2 Correction of the unreliable pixels in high precision blocks  

In this step, to achieve reliable pixels we refine the disparity values by using a 
weighted bilateral filtering. 

When we get the final disparity ( , )d x y  , transform the disparity to depth 

values ( , )z x y using the method in reference [15]. 
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3 Exper iment Results 

In this section, we will compare our result with the results of the depth 
estimation reference software(DERS) in reference[5].  

For image segmentation, we choose the K-means segmentation method for time 
saving, we have compared the several matching methods such as mean-shift[5] 
and pyramid segmentation[5], K-means method achieves the fast segmentation 
and at the same time keep the border better.  

 In image segmentation step, we set 1 250, 10000B B= = ; in calculate the 

matching cost step, we set 1=0.5ω  and 2 =0.5ω , 1=5threshold , 

2=2threshold . 
Figure 2 is the comparison of the results in reference[5] and in our method, the 

first line is the three views of video sequence Pantomime, the second and third 
line are the corresponding depth maps generated by reference[5] and our method, 
respectively.  

Figure 3 shows the comparison of the virtual images of video sequence 
Balloons, Kendo and Pantomime between the results in reference [5] and our 
method. From the subjective assessment we can conclude that our method 
achieves better results in depth map generation.  

 

 

Fig. 2  Comparison of depth maps of three views. From the first line to the last line are three 
viewpoints of ground truth, depth maps in reference [5] and depth maps in our method. 
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Fig. 3  Comparison of virtual viewpoints in reference [5]and our results, from the first column to 
the last column is ground truth picture, virtual image in reference[5] and our method. 

The objective evaluation in  Table 1 is the average objective results. From table 
1 we can conclude that average PSNR in the proposed method is 0.2dB higher 
than the results in reference [5], what’s more , the computational time costs of the 
proposed depth estimation method are reduced by 61-70% in comparison with the 
global-based method in reference [5]. 

 

Table 1 Objective evaluation of the average PSNR and running time 

Sequence 
PSNR 

(our method) 
PSNR 

(DERS) 
Running Time 
(our method) 

Running Time 
(DERS) 

Balloon 41.323567dB 40.7489292dB 34.6130 s 89.4325 s 

Kendo 41.788944dB 41.4412448dB 30.7231 s 93.3654 s 

Pantomime 39.219330dB 39.2116935dB 41.6325 s 143.9337 s 

Champagne 38.972679dB 38.8973295dB 94.947 s 408.809  s 

4 Conclusion 

In this paper, we have presented a fast depth estimation method based on the 
image segmentation, the results obtained in our method is compared with the 
depth estimation reference software(DERS), and the matching window is adaptive 
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with the segment,we combined the block-based and pixel-based matching method 
to acquire accurate matching cost . The Signal To Noise Ratio of the virtual image 
is higher than DERS and the computational time cost is lesser. The results show 
that the proposed method present a high quality depth map with a faster speed. 
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