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Abstract  

Seven factors which influence China’s 

agricultural output are selected to analyze 

the relationship between agricultural out-

put and the factors. Parameter estimation, 

hypothesis testing, and regression analy-

sis are applied to build up the model. 

Multiple linear regression and principal 

component regression are used to model 

the data. Based on the data collected from 

National Bureau of Statistics of China, 

three principal components, namely basic 

element component, balance component, 

and utility component are derived. Rea-

sonable explanations that are consistent 

with China’s reality are made from the 

principal components and factors to the 

contribution of the agricultural output. 

Finally, several reasonable suggestions 

are given according to the analysis. 

Keywords: parameter estimation, hy-

pothesis testing, multiple linear regres-

sion, principal component regression, ag-

ricultural output 

1. Introduction 

Agriculture is one of China’s basic indus-

tries. Therefore the analysis of the rela-

tionship between agricultural output and 

its influencing factors helps to promote 

the production. The main influencing fac-

tors[1] include: The total power of agricul-

tural machinery, employment in primary 

industry, effective irrigation area, chemi-

cal fertilizers, rural electricity consump-

tion, crop acreage, agricultural disaster 

affected area. 

This paper will set up multiple linear 

regression and principal component re-

gression models to analyze the significant 

factors that affect agricultural output. The 

results of the model will be described and 

explained, and then put forward the pro-

posal on China's agriculture-related as-

pects. 
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1.1. Symbols and assumptions 

Symbols: 

Y (108 yuan): Agricultural output; 

1X (104 kw): Total power of agricultural 

machinery; 

2X
 
(104): Employment in primary indus-

try; 

3X  (103 hectares): Effective irrigation area; 

4X  (104 tons): Chemical Fertilizers; 

5X  (108 kwh): Rural electricity consump-

tion; 

6X  (103 hectares): Agricultural disaster 

affected area; 

7X  (104 tons): Crop acreage. 

Note: The “disaster affected area” re-

fers to areas suffered from flood, drought, 

pests, frost, cold, hail, and other natural 

disasters, leaving the crop yields less than 

those of normal years. Therefore, it is 

possible that the reduction of some disas-

ter affected areas is little, so its unit is 103 

hectares. 

Assumptions: 

The selected variables have linear rela-

tionship with agricultural output. 

The collected data is real and effective; 

some abnormal data are properly pro-

cessed. 

Complex data that can not be obtained 

and the factors whose effects are small 

are neglected. 

 

 

 

2. Regression models and solutions 

2.1. Multiple linear regression 

The matrix form[2,3] of the multiple lin-

ear regression is expressed as 
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where Y  is a dependent variable; β  is a 

coefficient vector of the regression  equa-

tion; ε  is a random error vector which 

has a standard multivariate normal distri-

bution; X  is a matrix carrying the sam-

ple data. 
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As proved, the least squares estimation 

(LSE) of β  is 
1ˆ ( )T Tβ X X X Y . 

We have the results of LSE as follows: 

ˆˆ , ε Y Xβ
 

2 ˆ ˆˆ / ( 1),T n p   ε ε
 

where ̂ represents the standard deviation 

of the residuals, the smaller the better. 

The squared correlation coefficient is 

denoted as 
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2

R  is used to measure how closely Y  is 

related to 1 2
, , ,

p
X X X . The bigger the 

2
R  the better the model fits. 

 

2.2. Principal component regression[2] 

The sample data matrix is 
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The sample covariance matrix is ex-

pressed as 
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The sample correlation matrix is: 
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We can figure out the principal com-

ponents based on the correlation matrix 

R . Let 
* * *

1 2 0p       denote the 

eigenvalues of R , * * *

1 2 p
a ,a , ,a  denote 

the unit eigenvectors that are orthogonal 

to each other. Let 
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So the relationship between Y  and 

pXXX ,,, 21   is expressed as 

,***

1
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1
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so we can figure out ,110 pp XXY     
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2.3. Solutions 

We collected 34 sets of data from Nation-

al Bureau of Statistics of China. The R 

software program used in the analysis is 

as follows (the data file is lsn.csv): 

 

 

 

 

 

Through multivariate linear regression 

analysis, we find that not all of the seven 

independent variables , , ,1 2 7X X X  are 

statistically significant because of the 

multivariable multicollinearity. To see 

how bad the multicollinearity is, we con-

sider the condition number   of the ma-

trix T
X X . If 1000  , then serious 

multicollinearity exists. The R program is 

as follows: 

 

 

 

In this model, 1233.023 1000   , so 

the principal component regression 

(PCR) is needed to analyze this prob-

lem as the multicollinearity exists. The 

R program is as follows: 

 

 

 

 

The results are reported in Tables 1, 2, 

and 3.

Table 1. The summary result of the principal component analysis. 

                 Comp.1    Comp.2    Comp.3    Comp.4    

Standard deviation      2.17067 1.21864 0.793493 0.367783 

Proportion of Variance  0.67312 0.2122 0.089947 0.019323 

Cumulative Proportion  0.67312 0.88527 0.975222 0.994545 

                    Comp.5  Comp.6    Comp.7  

Standard deviation      0.1504372 0.1083134 0.0618171  

Proportion of Variance  0.0032330 0.0016760 0.0005459  

Cumulative Proportion  0.9977781 0.9994541 1  

rm(list=ls()) 

DA=read.csv("lsn.csv",header=T) 

lm.ag=lm(Y~X1+X2+X3+X4+X5+

X6+X7,data=DA) 

summary(lm.ag) 

ag.pr=princomp(~X1+X2+X3+X4

+X5+X6+X7,data=DA,cor=T) 

summary(ag.pr,loadings=TRUE) 

 

XX=cor(DA[1:7]) 

kappa(XX,exact=TRUE) 
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Table 2. The loading matrix of the principal component analysis. 

     *

1Z  *

2Z   *

3Z  *

4Z  *

5Z  *

6Z  *

7Z  

X1
*  0.453 0.107        -0.224 -0.359         0.773 

X2
*           -0.71 -0.602 -0.309        0.162         

X3
*   0.454                -0.274 0.816 0.217         

X4
*   0.456                      -0.853 -0.226 

X5
*   0.441 0.203 0.11 -0.241 -0.439 0.39 -0.592 

X6
*   0.426 -0.11 -0.219 0.845        0.21         

X7
*           -0.651 0.75       

 

Table 3. The ̂ , 
2R , and the significance of the regression coefficients as the number of principal 

components (PC num) varies. 

PC num ̂  2R  Significance of regression coefficients 

2 3184 0.9786 significant 

3 2172 0.9904 significant 

4 2208 0.9904 *

4Z  is not significant 

5 2247 0.9904 *

4Z , *

5Z  are not significant 

6 1950 0.9930 *

4Z , *

5Z  are not significant 

7 1892 0.9937 
*

4Z , *

5Z , *

7Z  are not significant 

Table 1 shows that the cumulative pro-

portion of the first two principal compo-
nents is 88.5%, so we need at least two 

principal components. In Table 3, for the 

standard deviation of the residuals ̂ , the 

smaller the better; for the squared correla-

tion coefficient 2R , the bigger the better. 
Also, by comparison, we find out that 

three principal components are optimal. 
The R program for the PCR is as follows: 

 

 
 

 

 

 
 

Regression coefficients and regression 

equations have passed the test as all vari-
ables and constants have the significant 

level of “***”. We get a regression equa-

tion 
*

1

* *

2 3

21941.3 9233.5

3778.2 2840.6 .

Y Z

Z Z
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This relationship can also be expressed 

by original variables: 

1

2 3

4 5

6 7

22588.18 0.1934973

1.222116 0.8399706

2.570691 2.518641

0.4320846 0.02847791 .

Y X

X X

X X

X X
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(1) 

 

pre=predict(ag.pr) 

DA$z1=pre[,1];DA$z2=pre[,2];DA
$z3=pre[,3] 

lm.sol=lm(Y~z1+z2+z3,data=DA) 

summary(lm.sol) 
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3. Conclusions 

3.1. Analysis of principal 

components[4] 

From Table 2, we see that 
*

1
0 453 0 454 0.456

0.441 0 426 ,

* * *
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For 
*

1
Z , the coefficients of 

*

1
X , 

*

3
X , 

*

4
X , 

*

5
X , and 

*

6
X  are close to 0.45, and these 

variables all indicate basic elements for 

agricultural production, so we can define 

this component as a basic element com-
ponent. It has a positive effect to the out-

put. 
* * * *

2 1 2 5
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6 7
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For 
*

2
Z , we can see this component em-

phasizes the power for agriculture and 

weakens the utility items. It informs us to 

utilize agricultural resources reasonably, 

so we can define this component as a bal-
ance component. It has a positive effect 

to the output. 
* * *

3 2 5

* *

6 7

0.602 0.11

0.219 0.75 .

Z X X
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For 
*

3
Z , taking into account of the effi-

ciency of labor utilization and the trend of 

mechanization, we can reasonably define 

this principal component as a utility com-
ponent . 

 

3.2. Economic significance analysis[4,5] 

For the regression equation (1), the con-

stant represents other factors that are ig-
nored. The coefficients of total power of 

agricultural machinery ( 1X ), effective 

irrigation area ( 3X ), chemical fertilizers 

( 4X ), rural electricity consumption ( 5X ), 

crop acreage ( 7X ) all represent the posi-

tive impacts on the agricultural output 

(Y ). For employment in primary industry 

( 2X ), we consider this negative coeffi-

cient as reasonable because of the trend 

of mechanization and the most efficient 
ratio of labor and machine. For 

agricultural disaster affected area (
6X ), 

although the affected area cannot help 

increase the output, however, we explain 

it in this way: when the irrigation area is 
larger, the area’s risk of being affected by 

disasters turns higher. 

Finally, we strongly recommend that   

better machines are designed to improve 
the energy efficiency and thus reduce the 

energy consumption; invest more on agri-

cultural infrastructure in order to promote 
the process of mechanization. 
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