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Abstract

It is shown that eigenvectors of the recursion operator L with the eigenvalue \; and the
inverse of the recursion operator L; = L — \; for the coupled KdV hierarchy (CKdVH)
can be obtained in terms of squared eigenfunctions of the associated linear prob-
lem. The symmetry structure and corresponding infinite dimensional Lie algebras of
CKdVH are also given. Using both the local and nonlocal symmetries of CKAVH, one
can obtain some exact group invariant solutions and various new infinite-dimensional

and finite-dimensional integrable models.

1 Introduction

It is interesting to study the eigenvectors of the recursion operator of nonlinear evolution
equations. The authors of ref. [1] pointed out that the discrete eigenvectors of the re-
cursion operator for the Caudrey-Dodd-Gibbon-Sawada—Kotera (CDGSK) equation can
be written in terms of soliton solutions of the isospectral equation, multisolitons can be
completely characterized in terms of the discrete spectrum of the recursion operator, and

that degeneracy of this spectrum leads to resonance solitons [2, 3].

On the other hand, starting from every symmetry of a (n + 1)-dimensional integrable
model, one can get a new similar model [4]. Furthermore, using the symmetry con-
straints for a (n + 1)-dimensional nonlinear evolution equation, one can get also various

n-dimensional integrable hierarchies [5-9].
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In this paper, we will study the eigenvectors of the recursion operator and the symmetry
structure of the m-component coupled KdV hierarchy (CKdVH). In sec. 2, we point out
that derivation of the eigenvectors of the recursion operator L with the eigenvalue \;
can be casted to find the explicit expression for the inverse of the operator L; = L — \;.
Furthermore, we find that this inverse can be obtained by means of squared eigenfunctions
of the associated linear problem of CKdVH using the method given in refs. [4, 10, 11]. In
sec. 3, we show that CKAVH possesses four sets of time independent symmetries (which
are related to the eigenvectors of the recursion operator with the zero eigenvalue) and
one set of time dependent ones. These symmetries constitute an infinite-dimensional Lie
algebra which is isomorphic to that of the usual KdV equation. In sec. 4, we discuss the
uses of symmetries to get the exact solutions of models. Especially, when the symmetry
constraints are used, various finite-dimensional new integrable hierarchies are obtained.
The last section is a summary and discussion.

2 Eigenvectors of the recursion operator

For the second-order polynomial eigenvalue problem [12, 13]

m—1

Grz + Y Nuip = \"¢ (1)

=0

in which isospectral flows are shown to possess (m+ 1) compatible Hamiltonian structures
[14], the associated evolution equations can be written as

ug, = L"uy = Ky, (2)
where u = (ug, u1, -+, Um_1)" (the superscript T denotes the transposition of a matrix)
and L is the recursion operator of the model which has the form

0 -~ 0 Jo

1 -~ 0 Ji

0 - 1 Jn
Lo 1 —1 1 -1
Jo = ZD +’LL0+§’LL0$D , Jz':ul-—l—iumD ,t=1,, -+, m—1, (4)
with 9

D=_—, DD '=D"'D=1. 5
2 )

We call the hierarchy (2) as CKAVH. When m = 1 and m = 2, (2) becomes the usual
KdV hierarchy and the Jaulent—-Miodek one, respectively [15, 11].
We now consider the eigenvalue problem of the recursion operator L:

(L - AZ)W’L =0 ) 1= 17 27 Ty (wl = Wi0, Wil, *"° w’i,m—l)T)' (6)
Since any constant, say A;, corresponds to a trivial strong symmetry of an arbitrary model,

(L—Xi)

L; (7)
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is also a recursion operator. So to get the eigenvectors of the recursion operator L is
equivalent to find the kernel of L;. The kernel of an operator 2 is a set of vectors o, such
that Qo,, = 0. From eq. (6) we know that the eigenvectors of L can be formally written
as the inverse of L; acting on the null vector:

Wy = L;l() y (8)

LiL7'=L7'L; =1. (9)

Now the problem is transformed to finding the explicit inverse of L;. For a general operator
it is still a quite difficult problem. Fortunately, using the method given in refs. [4, 10, 11],
we can easily get the explicit inverse recursion operator for CKdVH.

At first , we set

Ao Apr -+ Aom—t
Ll = A'l,o A‘1,1 Al,fnq | (10)
Am—10 Am‘—l,l o Apcim—
such that the operators A, (a, b =0, 1, 2, --- , m — 1) are determined by eq. (9).

Substituting eq. (10) into eq. (9), we have
Aafl,b - )\iAa,b + ']aAmfl,b = 5ab7 a, b = 07 17 27 Ty, M= 1 (11)

for the right inverse of L; and

_)\iAa,b+Aa,b+1:6a,b7 CLZO, 17 Ty m_17 b:07 17 T m_27
m—1
Z Aa7ij _)\iAa,m—l :5a’m_1, a:0, 1, ey m—l, b=m-1 (12)
7=0

for the left inverse of L;, where A_;, = 0, dy = 1 and 9, = 0 for a # b. Solving eq.
(11) we get

m—2—a ) )
— > N agadyt AT L A > b
=0
Aa,b = (13)
a
)P VAR /¥ v a<b
1=0
with
-1
m—1 )
Jot = (Z MJ; — A;ﬁ) =4D¢?D ¢ 2D 92D p2, (14)
7=0

¢; being the eigenfunction of the isospectral problem (1) for A = \;. Solving eq. (12),
one can get the same results as given in eq. (13) with (14). That is to say, both the right
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inverse and the left inverse of L; of CKAVE have the form

)
m—2
A= D0 N i Jo Aido Ao
=0
m—3 m—2
A2 M AT =Y N Jo+ Xt o AT+ Ay
=0 J=0
m—2
Tt + N ~Nidm—1 + A2 “Aidmo1 + X > X
i=0
1 i Ai A

Jt=0,J5 .
(15)
From eq. (12) or (14), we see that the inverse of L; can be factorized explicitly by means
of the isospectral eigenfunction of the original problem for CKdVH.
We now substitute eq. (14) into eq. (8) to get the eigenvectors of L. The result is as

follows
Dg? D¢?D~1¢;°D~1¢;?

wi= C10; | D} | 1 ye, | DD DTN | 4

D DED16;2D 16
(16)
D¢?D~ ;2

C50; D¢12D71¢i_2 = C’la,f,lo) + Cgaz%) + C'3a£i’)),

Dp?D~ g2

where C1, Cs and C3 are arbitrary integral functions of time ¢.

From above discussions we have known that the inverse of L; and three eigenvectors
with the eigenvalue \; of L for CKAVH can be expressed by means of the squared eigen-
function of the associated isospectral problem with the same eigenvalue.
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3 Symmetries and algebras of CKdVH

On the other hand, the study of symmetries plays an important role in many physical
fields. In refs. [4, 10, 11], we showed that for various integrable models like the KdV
hierarchy, mKdV hierarchy, Jaulent—-Miodek hierarchy and CDGSK hierarchy there exist
various sets of infinitely many symmetries. A symmetry of the evolution equation (2), say
for n = 1, is defined as a solution of its linearized equation:

0
ot = K{O’ = &Kl(uﬁ—sa) ’5:0 . (17)

For the CKdV equation (n =1 in (2)), the linearized operator K has the form

A 0 0 -+ 0 ID3+B
D A 0 --- 0 B
0O D A --- 0 B
Ki=| . . . . . : : (18)
0O 0 O A B2
0O 0 0 D A+ B,
where ) )
A= Um—1,z T ium_lD, B, = w;D + ium (19)

Asin the KAV (m = 1) [4] and Jaulent-Miodek (m = 2) [11] cases, if we restrict the integral
functions as constants, especially say zero, one can directly verify that O'Z%) (j=1, 2, 3)
defined in eq. (16) are symmetries of CKAVH (2) by substituting az%) (j =1, 2, 3) into
eq. (17) with (18) due to the hereditary property [16] of the recursion operator. Now
together with the generator of the translation group u,, we have some seed symmetries of
CKdVH (2), uy, O'Z%) (j =1, 2, 3). Now acting with the recursion operator and inverse
recursion operators on these seed symmetries, we can get various symmetry hierarchies.
However, some symmetries may be expressed by other symmetries via linearly combining
them. Actually, it is enough to isolated out the linearly independent symmetries by
considering those seeds with zero eigenvalue, because the inverse recursion operator L;l
with an arbitrary constant \; can be expressed by means of L~! with the zero eigenvalue
in the following way:

L' =(L+X) "=+ NLTHTLT =Y (=)L (20)
n=0
and then eq. (16) can be replaced by
wi = S (~1)"NPLT(Closl) + Chos + Choth. (21)
n=0

As in the m = 1, 2 cases, there exist four sets of linear independent symmetries:

(Ko, KU K% KOy —(1rk,, Lk, Lk, L) (22)
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with A A ‘
Ko = u,, K = Uz(,Jo) Ini=0= U[()],()) (=12, 3), (23)
~LJgt 10 -0
~JoJgt 01 - 0
L= : Doro |y Jo 't =4DeiD T 9 D e "D g (24)
~Jm-1Jygt 0 0 1
It 0 0 0

and D~!f, = f for an arbitrary f. The isospectral problem (1) for A = 0 is reduced to

(bOxx + UO(ZSO =0 ) (25)

in which the eigenfunction is dependent on wug only.

To look for the full symmetries, we should also find out the so-called 7 symmetries
(time dependent symmetries) for CKdVH as in the usual KdV case. Using the general
method [17], one can easily prove that a set of time dependent symmetries of the CKAVH
which is correspondent to the nonisospectral problem of (1) has the form:

1 2
T;;: (]?—’_)Zlm—}_)tKn_A,_p—i-LnS(), n=0, £1, £2, ---, p=0,1, 2, --- . (26)

3 m—1 m
S(): (—§U1, —Uuz, —§’U,3, Ty T 2 Um—1, 5>T

Starting from these symmetries we get four sets of isospectral integrable hierarchies and
one set of a nonisospectral hierarchy. One of the former is just usual CKAVH (2). The
other three ones are

(27)

w=KY =L "—J, —Jo, -+, =Jm1, DTDG2 n=0,1,2, -, (28)
w =K% = L"(=Jy, = Ja, -+, —Jm_1, VIDSED 152D p5% n=0,1,2,---, (29)
up=K® = L7"(=Jy, —Jy, -+, —Jp1, VITDRD  p5% n=0, 1,2 - . (30)

The nonisospectral hierarchy is given by

(p+1)(m+2)

i tKnip+L"So, n=0, 1, 2, - , p=0, 1,2, --- . (31)
m

up = 7P =
It is worth to point out that

(1) — Ln+1K(2) — LTL+1K(3) =0. (32)

—-n -n —

L*?”L*lKn — Ln+1K

That is to say, four sets of time independent symmetries K = {K,,, K (,1,1, K (,2,)” K (,BT)L} are
elements of the kernel of the recursion operators L™, n =41, £2, ---.
Furthermore, we can directly prove that for arbitrary K € IC, the following formula

holds
(L:I:I)/[K] _ [K/, L:l:l] — K/L:tl _ L:I:IK/ ’ (33)
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when D™'D = 1 is satisfied (hereafter we always suppose this is true), where
+1y/ — 9 +1
(LH)K] = 5o L7 (u+ eK) fe=o - (34)

That means the operator L is the recursion operator for all four sets of isospectral inte-
grable hierarchies. For the nonisospectral hierarchy, we also have

L) =7}

o L= L (LY ] = [, D74 L2 (35)

n’

Similar to the m = 1 (KdV case) [4], by using eqgs. (34) and (35), one can prove that the

symmetries K, KW k@ g® T, constitute a Lie algebra

Ky, Ko) = [Ky, K9] =Ky, K2 =Ky, %)) =0,
kY, K0 = k9, k2= K%, K8 =0, (36)
KY), KB = —%Kf’,ﬂ,n,l, (37)
(K9, K%)= —%K(_l,ﬂ_n_l, (38)
(K%, K2 = —%K(_Q,z_n_l, (39)
(Ko ] = 2k + DKot (40)
(KU 7] = =T @k +2- Ho)KY,, . (41)
K 7] = —%(2]’6 +24+ Hm)KZ,, |, (42)
(K, 7] = =@k +2+ 2n—2Hm)KC),, . (43)
[k, ) = 5 (k=) Thann (44)

where H(n) =0 (n <0), H(n)=1 (n>0) and the Lie product [F, G] is defined by
[F, G]=F'G-GF = aag{F(u—i-aG) —Glu+eF)} |e=0 - (45)

To prove all the conclusions of this section is a quite tedious task. However, the
symmetry algebra of CKAVH for arbitrary m is totally isomorphic to that of the usual
KdV hierarchy (m = 1). The details about the symmetry structure and the symmetry
algebras of the KdV hierarchy have been given in ref. [4]. So here we omit concrete proofs
for arbitrary m.
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4 Group invariant solutions and finite-dimensional
integrable models

4.1 Similarity reductions
In principle, starting from an arbitrary symmetry o(u) (infinitesimal transformation) of a
model, one can get a corresponding one-parameter group (finite transformation)

Je * U — ﬂ(u> 5)7 (46)

where @ = u(u, ) satisfies the initial value problem

du _
d7€ = O'(U), (47)
U |5:0: U.

Using eq. (46) one can get a generalized solution with an arbitrary parameter from the
special solution. However, it is quite difficult to get the concrete finite transformation for
an arbitrary symmetry though a formal solution of eq. (47) is allowed [18].

Alternatively, for concrete applications, one prefers to use some symmetry constraints
to get the so-called group invariant solutions [18, 19] and the lower dimensional integrable
models [5-9].

A solution of a model is called group G invariant, if v is invariant under the action
of any g € G, i.e.,, gou = u, g € G. Especially, we assume G = {g. | ¢ € R} is a one
parameter invariant group of the model corresponding to the symmetry o(u) = %g le=0 -
In ref. [18, 19], Tian proved that if g. belongs to a one parameter invariant group of an
evolution equation, say eq. (2), corresponding to o, then the solution w is g.-invariant if
and only if it satisfies o(u) = 0. Therefore to look for the group invariant solutions of
CKdVH, we only need to solve (2) and

o(u) = 0. (48)

Egs. (2) and (48) are compatible [18] and they can be reduced to an ordinary differential
equation system. In some special simple cases, it is quite easy to reduce eq. (2) with eq.
(48) by using the standard classical Lie Béclund similarity reduction procedure [20-22].

For convenience, we consider the CKdV equations only for n = 1 in eq. (2). The
evolution equation (2) for n = 1 reads

uo %umfl,xxz + UoUm—1,2 + %UOxumfl
up Uz + UL Um—1,2 + %leumfl
= 1 (49)
U2 Uly + U2Um—1,2 T FU2UMm—1
Um—1 / Um—2,0 + Um—1Um—1,2 + %um—l,xum—l
If we take that a symmetry of eq. (49) possesses the form
2 m—+ 2 2
oc=aKy+ cKi+ —brg = auy + cup + b( tug, + 750) (50)
m m m
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with three arbitrary constants a, b and ¢, then the corresponding group invariant solutions
of eq. (49) are given by egs. (49) and (48) with (50), i. e

cugr + augy + ’g—:fbtu()m — %bul
cuy + auyy + 5 M2 bty — —buQ

cug¢ + aug, + Tg 2btu2m - *bUS =0. (51)

2 -1
Clm—2,¢ + Q2.0 + 52O U2 5 — "5 DUy

CUm— 1t+aum 1w+7g thum 1_’E+b

Finding the generalized solutions of eq. (51) is equivalent to getting the group invariants
by solving the characteristic equations

dug B duq . B duy, _ _
Ly — 2 buy — 5 bug
(52)
AUp—2 S dx _dt
L e

in the standard classical Lie Baclund symmetry reduction approach with the symmetry
generator being given by eq. (50). The result is

2
§:ax—%bt2—ct—xo,

b
Um—1 = Um—l(é) - Etv

m—k—1 7 m—Fk
(k + i) bt m! bt
= Ug( i — ] - — , 53
bl K&+ ; Uk+(8) (ma) kEl(m — k)! (ma> (53)
k=0,1, --- , m—2,
where ¢ and Ug(§), k =0, 1, --- , m — 1 are group invariants. Finally, the functions
Up(§), k=0, 1, --- , m—1 should be determined by substituting eq. (53) into the evo-

lution equation (49). After performing some detail calculations, we get the corresponding
similarity reduction:

—cUpg 20Ut gee + aUgUp—1¢ + 3aUpeUpm—1 — 204

—cUyg aloe + alUp -1, + 5aU1cUn 1 — 22U

—cUse = alig + alaUp—1¢ + %GU%U - 22U . (54)
—cUpm—2¢ aUp—3¢ + aUpm—2Up—1¢ + aUm 2,6Um—1 — Lal)bUm—2

—cUpm—1¢ aUp—2¢ + aUp-1Un—1¢ + 5aUp—1,¢Unm—1 + 3
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In particular, for b = 0 (54) reduces to the usual travelling wave reduction. To get
all the possible similarity reductions, one has to use the direct method [21-23] and/or
the nonclassical Lie-Béklund approach due to Bluman and Cole [24]. However, we do not
touch this problem in this paper.

4.2 Finite-dimensional integrable models

In sec. 3, we have found that starting from every symmetry of an integrable model we can
get a corresponding (1+1)-dimensional integrable model. Using five sets of symmetries of
CKdVH we get five hierarchies of (1+1)-dimensional integrable models. In this subsection
we would like to get the corresponding finite-dimensional integrable models using the
symmetry constraints.

There exist some ways to restrict infinite-dimensional integrable models to finite-
dimensional ones. A natural way is to look for the similarity reductions which has been
discussed in the last subsection. Of course, the similarity reduction equation (54) with
three arbitrary constants is a finite dimensional integrable model because of integrability
of the original evolution equation (49). Actually, using the symmetry constraint

o= aug + cu; + brg = 0, (55)

for hierarchies (2) and (28)-(30), where 79 = Cptuy + Sp and constant Cj is different
for every equation of hierarchies (2), (28), (29) and (30), one can get four hierarchies of
the corresponding similarity reductions and then four sets of finite-dimensional integrable
models can be obtained.

In principle, starting from an arbitrary symmetry constraint

Jo Bj A J1 Cj _— Jo D; o
o= ij HLi Mg ZanKn + ch HLi m”aj(.@) +Zdj HLi p”‘fg(‘,o)"‘
j=1 =1 n=0 j=1 =1 j=1 =1

Js Fj ) Ji o G Ry

o i
AL oo+ 0 IIL™ D, hata=0, (56)
j=1 =1 j=1 =1 n=—Ry;

one can get some sets of finite-dimensional integrable hierarchies by searching for the group
invariant solutions. In eq. (56), an, bj, ¢;, dj, fj, g;, and h, are arbitrary constants,
Jg ~ J4,Aj, Bj, Cj, Dj, Fj, Gj, le, jo, mij, nij, pz‘j, qij and Tij are arbitrary
positive integers, UJ(}()) ~ ](30) are seed symmetries given by eq. (16), and all the possible
¢; appeared in the inverse recursion operators and seed symmetries are given by eq. (1)
with the eigenvalue );. To get the concrete finite-dimensional integrable hierarchies by
looking for the similarity reductions is quite difficult except for some special simple cases
like 0 = K1, Ko, 179, 71 and their linear combinations.

For some other special symmetry constraints, one can get the finite-dimensional in-
tegrable models in an alternative way by directly combining the symmetry constraint
equation and the Lax pair of the model [5-9]. For example, if we take g; = 0 in eq. (56),
ie.,

Jo B; Aj Ji Cj
S TTLT™ Y anKn+ > e [[ L ™0y +
j=1 =1 n=0 j=1 =1
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J2 Dj L. (2) J3 Fj .. (3)

Y i [TL:i™ o5+ fi Il Li ™50 =0, (57)

Jj=1 =1 j=1 =1

the system (57) and
m—1 '
¢jmr+ Z A;ul¢] :Agn¢j ,j=1,2,--- | N,
i=0
N = maX{Jl ~ J3, Bl ~ BJO’ Cl ~ le, Dl ~ DJ27 Fl ~ FJS} (58)

make a finite dimensional integrable model with dependent variables ¢; and u and in-
dependent variable z. Two interesting subcases of eqs. (57) and (58) are worthy to be
discussed here. (i) If we restrict eq. (57) to have the form

ooz 0, &, O @ B, (3)
. . »
Ko=us =Y ¢;[[Li™oj0+> di [1L: ™00+ > i1l Li ™ oje, (59
7=1 =1 J=1 =1 7=1 =1

then finding w from eq. (59) in terms of ¢; and substituting it into eq. (58), we get a
finite-dimensional integrable model for the variables ¢; only. (ii) More especially, one can
use the symmetry constraint for (59) in the form

J1
Ko =u; = ZO'](-}O). (60)
j=1

In this special case, the authors of the refs. [7] have obtained the Hamiltomian structure of
the finite-dimensional integrable model given by (60) and (58) with N = J;. Furthermore,
it is interesting that Zeng and Li had pointed out that the symmetry constraint (60)
will also reduce the time part of the Lax pairs of CKdAVH (2) to the finite-dimensional
integrable Hamiltonian systems with time ¢ as the independent variable. Whether there
exist (and how to get) the Hamiltonian structures both for the space part and the time
part under the more general symmetry constraint (57) is worthy to study in future works.

5 Summary and discussion

In summary, for CKAVH (2) to solve the eigenvalue problem of the recursion operator L
is equivalent to solve the original isospectral problem. Concretely, the explicit expression
for the inverse of the recursion operator L; = L — )\; of CKdVH is obtained by means of
eigenfunctions of the associated linear problem. Acting with the inverse of the recursion
operator L; on the null vector, the eigenvectors of the recursion operator L with eigenvalue
A; follow immediately.

Furthermore, if we take all the integral functions as constants (especially say zero)
which means that D~'D = DD~! = 1 is always used, we find four sets of linearly inde-
pendent time-independent symmetries and one set of time-dependent symmetries. These
symmetries constitute an infinite-dimensional Lie algebra which is isomorphic to that of
the usual KdV hierarchy (m = 1) [4].
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Starting from these sets of symmetries one can get five sets of (141)-dimensional
integrable models. Furthermore, using the symmetry constraint approach one can get
the exact solutions of the original (1+1)-dimensional models from the solutions of finite-
dimensional integrable models. One type of similarity reductions (group invariant solu-
tions) is obtained concretely using a simple symmetry constraint. In principle, starting
from every symmetry constraint (56) one can get a corresponding group invariant solution
though it is very difficult. On the other hand, combining some special symmetry constraint
conditions and the x part of the Lax pair of CKdVH, one can get a finite-dimensional inte-
grable model immediately. For a more special symmetry constraint condition (60) studied
by Zeng and Li, both the x and ¢ parts of the Lax pair will be reduced to finite-dimensional
integrable Hamiltonian systems [7]. The more about these symmetries of the model such
as the group invariant solutions under the constraint (56) and whether there exist Hamil-
tonian structures of the finite-dimensional integrable models reduced from CKdVH (2)
under the symmetry constraint (57) or simply (59) should be studied in future works.
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