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ABSTRACT 

In this paper, we study the Bayesian estimation of functions of parameters of some power series 

distributions. These estimators are better than the classical minimum variance unbiased estimators 

(MVUE) as given by Patil and Joshi (1970), in the sense that these increase the range of the 

estimation and also have simpler forms. 
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Anwar Hassan et al. 

1. INTRODUCTION 

Patil (1961) defined a generalized power series distribution (GPSD) if its probability mass 

function (p.m.f.) is given by 

PሺX ൌ xሻ ൌ
ୟ౮஘౮

୥ሺ஘ሻ
,										x ∈ S,        (1) 

where gሺθሻ is a generating function i.e., 

gሺθሻ ൌ෍a୶θ୶,									θ ൒ 0,
୶∈ୗ

	a୶ ൒ 0 

so that gሺθሻ is positive, finite and differentiable and S is a non-empty countable sub-set of non-

negative integers. 

It can be easily seen that proper choice of S  and gሺθሻ  , the GPSD model (1) reduces to the 

binomial, negative binomial, Poisson and logarithmic series distributions. When  gሺθሻ ൌ θ , the 

GPSD model (1) coincides with the class of distributions considered by Roy and Mitra (1957). Patil 

(1962a, 1962b) has investigated some structural properties and statistical problems associated with 

GPSD. Patil (1962c,1964) obtained the maximum likelihood estimation of GPSD where as Patil 

(1962d) obtained estimation by two moments method for GPSD. Patil (1963) and Patil and Joshi 

(1970) studied properties associated with minimum variance unbiased estimation (MVUE) for power 

series distributions. Eideh and Ahmad (1989) have investigated tests based on the Kullback-Leibler 

information measure, for a one parameter power series distribution. 

In this paper we study the Bayesian estimation of GPSD for proper choice of S and ሺθሻ . 

These estimators are better than the classical minimum variance unbiased estimators (MVUE) as 

given by Patil (1963), and Patil and Joshi (1970) in the sense that these increase the range of the 

estimation and also have simpler forms. In particular, we derive the Bayesian estimator of ϕሺθሻ ൌ

θ୰, r ∈ ሺെ∞,∞ሻ. Note that the range of estimation is increased as we have taken	r ∈ ሺെ∞,∞ሻ. 

For Bayesian estimation of discrete distributions we refer, among others, to Irony (1982), 

Howlader and Balasooriya (2003), Abdul Razak and Patil (1986), Bhattacharya (1968). 

2. SOME PRELIMINARIES 

Let Xଵ, Xଶ,⋯ , X୒	denote a random sample of size N from a given probability mass function 

(p.m.f.), then 

 T୒ ൌ ∑ X୧.
୒
୧ୀଵ             (2) 

We shall use the following result as given Abranowitz and Stegun (1964) 
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 Γሺxሻ ൌ ׬ u୶ିଵeି୳
ஶ
଴ du,          (3) 

 Γሺxሻbି୶ ൌ ׬ u୶ିଵeିୠ୳
ஶ
଴ du,         (4) 

୻ሺୠିୟሻ୻ሺୟሻ୑ሺୟ,ୠ;୸ሻ

୻ሺୠሻ
ൌ ׬ tୟିଵሺ1 െ tሻୠିୟିଵe୸୲

ଵ
଴ dt,       (5) 

where Mሺa, b; zሻ is the confluent hypergeometric function and has a series representation given by 

Mሺܽ, ܾ; ሻݖ ൌ ∑
ሺ௔ሻೕ௭ೕ

ሺ௕ሻೕ௝!
ஶ
௝ୀ଴ ,		where ሺܽሻ଴ ൌ 1	ܽ݊݀ሺܽሻ௡ ൌ ܽሺܽ ൅ 1ሻሺܽ ൅ 2ሻ⋯ ሺܽ ൅ ݊ െ 1ሻ.	 (6) 

3. BAYESIAN ESTIMATION 

Let  ଵܺ, ܺଶ,⋯ , ܺே be a random sample of size ܰ from (1). The likelihood function of the 

random sample denoted by ܮሺߠሻ is given by 

ሻߠሺܮ  ൌ ∏
௔ೣ೔ఏ

ೣ೔

௚ሺఏሻ
ே
௜ୀଵ  

 ൌ ሻሻିேߠ௧ಿሺ݃ሺߠ ∏ ܽ௫௜
ே
௜ୀଵ  

 i.e. ܮሺߠሻ ∝  ሻሻିே,            (7)ߠ௧ಿሺ݃ሺߠ

where ݐே is an observed value of ேܶ  defined by (2). The posterior probability density function of	ߠ, 

corresponding to prior ݄ሺߠሻ is given by 

ߠሺߨ ேሻݐ ൌ
௅ሺఏሻ௛ሺఏሻ

׬ ௅ሺఏሻ௛ሺఏሻௗఏ
∞
బ

ൗ           (8) 

Under the squared error loss function (SELF) given by	ܮሺ߶ሺߠሻ, ݀ሻ ൌ ሺ߶ሺߠሻ െ ݀ሻଶ, where 

߶ሺߠሻ is a function of ߠ and ݀ is a decision, the Bayes estimate ߶෠஻ 	of ߶ሺߠሻ  is given by 

 ߶෠஻ ൌ ׬ ߶ሺߠሻߨሺߠ ∞⁄ߠேሻ݀ݐ

଴          (9) 

Similarly, under the weighted squared error loss function (WSELF) given by	ܮሺ߶ሺߠሻ, ݀ሻ ൌ

ሻߠሻሺ߶ሺߠሺݓ െ ݀ሻଶ, where ݓሺߠሻ is a function of , the Bayes estimate ߶෠௪ 	of ߶ሺߠሻ  is given by  

   ߶෠௪ ൌ
׬ ௪ሺఏሻథሺఏሻగሺఏ ௧ಿሻௗఏ⁄∞
బ

׬ ௪ሺఏሻగሺఏ ௧ಿሻௗఏ⁄∞
బ

        (10) 

We consider two different forms of  ݓሺߠሻ as given below: 

(i) Let ݓሺߠሻ ൌ  ሻ known as the minimum expected lossߠof ߶ሺ	 ଶ. The Bayes estimate ߶෠ெିߠ

(MEL) estimate is given by 

߶෠ெ ൌ
׬ ఏషమథሺఏሻగሺఏ ௧ಿሻௗఏ⁄∞
బ

׬ ఏషమగሺఏ ௧ಿሻௗఏ⁄∞
బ

         (11) 
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This loss function was used by Tummala and Sathe (1978) for estimating the reliability of 

certain life time distributions and by Zellner (1979) for estimating functions of parameters of some 

econometric models. 

(ii) Let ݓሺߠሻ ൌ ,ଶ݁ି௔ఏିߠ ܽ ൐ 0. The Bayes estimate ߶෠ா  	of ߶ሺߠሻ  known as the 

exponentially weighted minimum expected loss (EWMEL) estimate and is given by  

 ߶෠ா ൌ
׬ ఏషమ௘షೌഇథሺఏሻగሺఏ ௧ಿሻௗఏ⁄∞
బ

׬ ఏషమ௘షೌഇగሺఏ ௧ಿሻௗఏ⁄∞
బ

.        (12) 

Now we shall consider some special cases of the probability mass function given by (1) and obtain the 

corresponding Bayesian estimate in each case. 

4. POISSON DISTRIBUTION 

A random variable ܺ is said to have Poisson distribution if its probability mass function is 

given by 

ఏܲሺݔሻ ൌ ቊ
ఏೣ௘షഇ

௫!
ݔ														, ∈ ܵ, ߠ ൐ 0,

												݁ݏ݅ݓݎ݄݁ݐ݋										,0
       (13) 

where ൌ ሼ0,1,2,⋯ ሽ . It is a special case of (1) when ܽ௫ ൌ
ଵ

௫!
  and		݃ሺߠሻ ൌ ݁ିఏ.   

In this case the likelihood function ܮሺߠሻ is given by 

ሻߠሺܮ ∝ ሺߠሻ௧ಿ݁ିఏே.         (14) 

With the gamma prior for ߠ given by 

݄ሺߠሻ ൌ
ఈഁ

௰ఉ
݁ିఈఏߠఉିଵ, ,ߙ ,ߚ ߠ ൐ 0 ,        (15) 

the posterior probability distribution function of  ߠ is given by 

ߠሺߨ ேሻݐ ൌ
௅ሺఏሻ௛ሺఏሻ

׬ ௅ሺఏሻ௛ሺఏሻௗఏ
∞
బ

ൌ
ሺேାఈሻ೟ಿశഁ

௰ሺ௧ಿାఉሻ
ൗ ሺߠሻሺ௧ಿ	ାఉሻିଵ݁ିሺேାఈሻఏ      (16) 

Under the squared error loss function (SELF) given by	ܮሺ߶ሺߠሻ, ݀ሻ ൌ ሺ߶ሺߠሻ െ ݀ሻଶ , the Bayes 

estimate ߶෠஻ 	of ߶ሺߠሻ  is given by 

 ߶෠஻
௥ ൌ ׬ ߶ሺߠሻߨሺߠ ߠேሻ݀ݐ ൌ

௰ሺሺ௧ಿାఉା௥ሻ

ሺேାఈሻೝ௰ሺ௧ಿାఉሻ
ൗ

∞

଴        (17) 

Note that if  ݎ ൌ 1, then we get the Bayes estimator of ߠ as 

∗ߠ ൌ
௰ሺ௧ಿାఉାଵሻ

ሺேାఈሻ௰ሺ௧ಿାఉሻ
ൌ

௧ಿାఉ

ேାఈ
ൌ

∑௫೔ାఉ

ேାఈ
       (18) 

Published by Atlantis Press 
Copyright: the authors 

422



 
         Bayesian Estimation In Some Power Series Distributions 

which is identical to maximum likelihood estimator (MLE) of ߠ if ߙ ൌ ߚ ൌ 0. 

Similarly under WSELF, when ݓሺߠሻ ൌ ሻߠଶ, the MEL estimate of ߶ሺିߠ ൌ  ௥ is given byߠ

෠ெߠ
௥ ൌ

׬ ାఉሻିଵ݁ିሺேାఈሻఏ	ሻሺ௧ಿߠ௥ିଶሺߠ
∞

଴ ߠ݀

׬ ଶିߠ
∞

଴ ሺߠሻሺ௧ಿ	ାఉሻିଵ݁ିሺேାఈሻఏ݀ߠ
 

ൌ
௰ሺ௧ಿାఉା௥ିଶሻ

ሺேାఈሻೝ௰ሺ௧ಿାఉିଶሻ
.          (19) 

Finally under WSELF, when ݓሺߠሻ ൌ ,ଶ݁ି௔ఏିߠ ܽ ൐ 0  the EWMEL estimate of ߶ሺߠሻ ൌ  ௥  is givenߠ

by 

෠ாߠ
௥ ൌ

׬ ାఉሻିଵ݁ିሺேାఈሻఏ	ሻሺ௧ಿߠ௥ିଶ݁ି௔ఏሺߠ
∞

଴ ߠ݀

׬ ଶିߠ
∞

଴ ݁ି௔ఏሺߠሻሺ௧ಿ	ାఉሻିଵ݁ିሺேାఈሻఏ݀ߠ
 

ൌ
௰ሺ௧ಿାఉା௥ିଶሻ

ሺேାఈା௔ሻೝ௰ሺ௧ಿାఉିଶሻ
.          (20) 

If  ݎ ൌ 1, we get Bayes estimator of ߠ for (19) and (20). Bayes estimator of ߠ௥, in each case can be 

obtained by replacing ݐே by ேܶ, in each  equations of Bayes estimator. 

Note that the MVUE of  ߠ௥ , exists as long as ݖ ൒ ݖ  and is zero (0) if  ݎ ൏  which is a serious,ݎ

limitation of the MVUE. The Bayes estimates, on the other hand, as given above, are free from such 

restrictions on ݐே and	ݎ, as long as	ݎ ൒ 1. This is another advantage of Bayesian estimation over the 

MVUE. However, if	ݎ ൏ 0, Bayes estimates are zero (0), if  ݐே ൅ ߚ ൏ െݎ in (17) and   ݐே ൅ ߚ െ 2 ൏

െݎ in (19) and (20) respectively. 

5. NEGATIVE BINOMIAL DISTRIBUTION 

A discrete random variable ܺ	is said to have negative binomial distribution if its probability 

mass function is given by 

ఏܲሺݔሻ ൌ ൫௡ା௫ିଵ௫ ൯ߠ௫ሺ1 െ  ሻ௡ ,        (21)ߠ

which is a special case of GPSD(1) whenever 

 ܽ௫ ൌ ൫௡ା௫ିଵ௫ ൯,					݃ሺߠሻ ൌ ሺ1 െ ,ሻି௡ߠ ݔ ∈ ܵ ൌ ሼ0,1,2,⋯ ,∞ሽ, 0 ൏ ߠ ൏ 1. 

The likelihood function ሺߠሻ , in this case, is given by 

ሻߠሺܮ  ∝ ሺߠሻ௧ಿሺ1 െ  ሻ௡ே.        (22)ߠ

Since 	0 ൏ ߠ ൏ 1, we take two different prior distributions given below 

 ݄ଵሺߠሻ ൌ
ఏ೛షభሺଵିఏሻ೜షభ

஻ሺ௣,௤ሻ
, 0 ൏ ߠ ൏ 1, ,݌ ݍ ൐ 0       (23) 
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where   ܤሺ݌, ሻݍ ൌ
௰ሺ௣ሻ௰ሺ௤ሻ

௰ሺ௣ା௤ሻ
  and 

 ݄ଶሺߠሻ ൌ
௘ష್ഇఏ೛షభሺଵିఏሻ೜షభ

஻ሺ௣,௤ሻெሺ௣,௣ା௤;ି௕ሻ
, 0 ൏ ߠ ൏ 1, ,݌ ݍ ൐ 0,      (24) 

with ܯሺܽ, ܾ;  .ሻ is given by (6)ݖ

The posterior probability density function of	ߠ, corresponding to ݄ଵሺߠሻ is given by 

ߠଵሺߨ ேሻݐ ൌ
௅ሺఏሻ௛భሺఏሻ

׬ ௅ሺఏሻ௛భሺఏሻௗఏ
భ
బ

ൗ ൌ
ሺఏሻሺ೟ಿశ೛ሻషభሺଵିఏሻሺ೙ಿశ೜ሻషభ

஻ሺ௧ಿା௣,௡ேା௤ሻ
       (25) 

The posterior probability density function of	ߠ, corresponding to ݄ଶሺߠሻ is given by 

ߠଶሺߨ  ேሻݐ ൌ
௅ሺఏሻ௛మሺఏሻ

׬ ௅ሺఏሻ௛మሺఏሻௗఏ
భ
బ

ൗ ൌ
ሺఏሻሺ೟ಿశ೛ሻషభሺଵିఏሻሺ೙ಿశ೜ሻషభ௘ష್ഇ

஻ሺ௧ಿା௣,௡ேା௤ሻெሺ௧ಿା௣,௣ା௤ା௡ேା௧ಿ;ି௕ሻ
    (26) 

Both ݄ଵሺߠሻand ݄ଶሺߠሻ are natural conjugate prior density. The prior density ݄ଶሺߠሻ is known as the 

generalized beta density considered by Holla (1968) and Bhattacharya (1968).  

Under SELF, the Bayes estimate of ߶ሺߠሻ ൌ  ௥, corresponding to posterior density (25) isߠ

given by 

෠ଵ஻ߠ 
௥ ൌ ׬ ߠଵሺߨ௥ߠ ߠேሻ݀ݐ ൌ

ଵ

஻ሺ௧ಿା௣,௡ேା௤ሻ
׬ ሺߠሻሺ௧ಿశ௣ା௥ሻିଵሺ1 െ ߠሻሺ௡ேା௤ሻିଵ݀ߠ
ଵ
଴ൗ

ଵ
଴  

ൌ
஻ሺ௧ಿା௣ା௥,௡ேା௤ሻ

஻ሺ௧ಿା௣,௡ேା௤ሻ
.         (27) 

Similarly under WSELF, when ݓሺߠሻ ൌ ሻߠଶ, the MEL estimate of ߶ሺିߠ ൌ  ௥,corresponding toߠ

posterior density (25) is given by 

෠ଵெߠ 
௥ ൌ

׬ ሺఏሻሺ೟ಿశ೛శೝషమሻషభሺଵିఏሻሺ೙ಿశ೜ሻషభௗఏ
భ
బ

׬ ሺఏሻሺ೟ಿశ೛షమሻషభሺଵିఏሻሺ೙ಿశ೜ሻషభௗఏ
భ
బ

 

  ൌ
஻ሺ௧ಿା௣ା௥ିଶ,௡ேା௤ሻ

஻ሺ௧ಿା௣ିଶ,௡ேା௤ሻ
         (28) 

Finally under WSELF, when ݓሺߠሻ ൌ ,ଶ݁ି௔ఏିߠ ܽ ൐ 0  the EWMEL estimate of ߶ሺߠሻ ൌ  ௥ߠ

,corresponding to posterior density (25) is given by 

෠ଵாߠ
௥ ൌ

׬ ሺߠሻሺ௧ಿశ௣ା௥ିଶሻିଵሺ1 െ ߠሻሺ௡ேା௤ሻିଵ݁ି௔ఏ݀ߠ
ଵ
଴

׬ ሺߠሻሺ௧ಿశ௣ିଶሻିଵሺ1 െ ߠሻሺ௡ேା௤ሻିଵ݁ି௔ఏ݀ߠ
ଵ
଴

 

  ൌ
஻ሺ௧ಿା௣ା௥ିଶ,௡ேା௤ሻெሺ௧ಿା௣ା௥ିଶ,௣ା௤ା௡ேା௥ିଶା௧ಿ;ି௔ሻ

஻ሺ௧ಿା௣ିଶ,௡ேା௤ሻெሺ௧ಿା௣ିଶ,௣ା௤ା௡ேା௧ಿିଶ;ି௔ሻ
     (29) 

Also under SELF, the Bayes estimate of ߶ሺߠሻ ൌ  ௥, corresponding to posterior density (26)ߠ

is given by 
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෠ଶ஻ߠ 
௥ ൌ ׬ ߠଶሺߨ௥ߠ ߠேሻ݀ݐ ൌ ׬

ሺఏሻሺ೟ಿశ೛శೝሻషభሺଵିఏሻሺ೙ಿశ೜ሻషభ௘ష್ഇௗఏ

஻ሺ௧ಿା௣,௡ேା௤ሻெሺ௧ಿା௣,௣ା௤ା௡ேା௧ಿ;ି௕ሻ

ଵ
଴ൗ

ଵ
଴  

ൌ
஻ሺ௧ಿା௣ା௥,௡ேା௤ሻெሺ௧ಿା௣ା௥,௡ேା௣ା௤ା௧ಿା௥;ି௕ሻ

஻ሺ௧ಿା௣,௡ேା௤ሻெሺ௧ಿା௣,௣ା௤ା௧ಿା௡ே;ି௕ሻ
.     (30) 

Similarly under WSELF, when ݓሺߠሻ ൌ ሻߠଶ, the MEL estimate of ߶ሺିߠ ൌ  ௥ ,corresponding toߠ

posterior density (26) is given by 

෠ଶெߠ 
௥ ൌ

׬ ሺఏሻሺ೟ಿశ೛శೝషమሻషభሺଵିఏሻሺ೙ಿశ೜ሻషభ௘ష್ഇௗఏ
భ
బ

׬ ሺఏሻሺ೟ಿశ೛షమሻషభሺଵିఏሻሺ೙ಿశ೜ሻషభ௘ష್ഇௗఏ
భ
బ

 

  ൌ
஻ሺ௧ಿା௣ା௥ିଶ,௡ேା௤ሻெሺ௧ಿା௣ା௥ିଶ,௡ேା௣ା௤ା௧ಿା௥ିଶ;ି௕ሻ

஻ሺ௧ಿା௣ିଶ,௡ேା௤ሻெሺ௧ಿା௣ିଶ,௡ேା௣ା௤ା௧ಿିଶ;ି௕ሻ
.     (31) 

Finally, under WSELF, when ݓሺߠሻ ൌ ,ଶ݁ି௔ఏିߠ ܽ ൐ 0  the EWMEL estimate of ሺߠሻ ൌ  ,௥ߠ

corresponding to posterior density (26) is given by 

෠ଶாߠ
௥ ൌ

׬ ሺߠሻሺ௧ಿశ௣ା௥ିଶሻିଵሺ1 െ ߠሻሺ௡ேା௤ሻିଵ݁ିሺ௔ା௕ሻఏ݀ߠ
ଵ
଴

׬ ሺߠሻሺ௧ಿశ௣ିଶሻିଵሺ1 െ ߠሻሺ௡ேା௤ሻିଵ݁ିሺ௔ା௕ሻఏ݀ߠ
ଵ
଴

 

  ൌ
஻ሺ௧ಿା௣ା௥ିଶ,௡ேା௤ሻெሺ௧ಿା௣ା௥ିଶ,௣ା௤ା௡ேା௥ିଶା௧ಿ;ିሺ௔ା௕ሻሻ

஻ሺ௧ಿା௣ିଶ,௡ேା௤ሻெሺ௧ಿା௣ା௥ିଶ,௣ା௤ା௧ಿା୬୒ା௥ିଶ;ିሺ௔ା௕ሻሻ
     (32) 

Note that the MVUE of  ߠ௥ is zero (0) if  ݖ ൏  which is a serious limitation of the MVUE. The Bayes,ݎ

estimates, on the other hand, are zero (0), if ݎ ൏ 0	such that ݐே ൅ ݌ ൏ െݎ , ேݐ ൅ ݌ െ 2 ൏ െ, ݎ	ݐே ൅

݊ܰ ൅ ݌ ൅ ݍ ൏ െݎ, ேݐ ൅ ݊ܰ ൅ ݌ ൅ ݍ െ 2 ൏ െݎ	,depending upon the various loss functions. For ݊ ൌ

1, we get the estimate for geometric series distribution. 

6. LOGARITHMIC SERIES DISTRIBUTION 

A random variable ܺ is said to follow logarithmic series distribution if its probability mass function is 

given by 

 ܲሺܺ ൌ ሻݔ ൌ
ଵ

௫

ఏೣ

ሾି௟௢௚	ሺଵିఏሻሿ
ݔ					, ൌ 1,2,3,⋯,         (33)         

 which is a special case of generalized power series (1) whenever ܽ௫ ൌ
ଵ

௫
	ܽ݊݀			݃ሺߠሻ ൌ െ ሺ1݃݋݈ െ

 ሻ is given byߠሺܮ ሻ. In this case the likelihood functionߠ

ሻߠሺܮ  ∝ ሺߠሻ௧ಿሾെ݈݃݋ሺ1 െ  ሻሿିே.        (34)ߠ

With the prior density given by 

 ݄ሺߠሻ ൌ ൝
ሺఒାଵሻಿశభሺଵିఏሻഊሺି௟௢௚	ሺଵିఏሻሻಿ

௰ሺேାଵሻ
,			0 ൏ ߠ ൏ 1, ߣ ൐ 0					

݁ݏ݅ݓݎ݄݁ݐ݋																																															,0
                 (35) 

the posterior density would be  
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ߠሺߨ  ேሻݐ ൌ
௅ሺఏሻ௛ሺఏሻ

׬ ௅ሺఏሻ௛ሺఏሻௗఏ
∞
బ

ൌൗ
ሺఏሻ೟ಿሺଵିఏሻഊ

஻ሺ௧ಿାଵ,ఒାଵሻ
       (36) 

Under SELF, the Bayes estimate of ߶ሺߠሻ ൌ  ௥, is given byߠ

߶෠஻
௥ ൌ ׬ ߠሺߨ௥ߠ ߠேሻ݀ݐ ൌ

஻ሺ௧ಿା௥ାଵ,ఒାଵሻ

஻ሺ௧ಿାଵ,ఒାଵሻ
ൗ

ଵ
଴        (37) 

Similarly under WSELF, when ݓሺߠሻ ൌ ሻߠଶ, the MEL estimate of ߶ሺିߠ ൌ  ௥ , is given byߠ

෠ெߠ 
௥ ൌ

׬ ሺఏሻሺ೟ಿశೝషభሻషభሺଵିఏሻഊௗఏ
భ
బ

׬ ሺఏሻሺ೟ಿషభሻషభሺଵିఏሻഊௗఏ
భ
బ

  

 ൌ
஻ሺ௧ಿା௥ିଵ,ఒାଵሻ

஻ሺ௧ಿିଵ,ఒାଵሻ
                                 (38) 

Finally under WSELF, when ݓሺߠሻ ൌ ,ଶ݁ି௔ఏିߠ ܽ ൐ 0  the EWMEL estimate of ߶ሺߠሻ ൌ  ௥, is givenߠ

by 

෠ாߠ
௥ ൌ

׬ ሺߠሻሺ௧ಿା௥ିଵሻିଵሺ1 െ ߠሻఒ݁ି௔ఏ݀ߠ
ଵ
଴

׬ ሺߠሻሺ௧ಿିଵሻିଵሺ1 െ ߠሻఒ݁ି௔ఏ݀ߠ
ଵ
଴

 

 ൌ
஻ሺ௧ಿା௥ିଵ,ఒାଵሻெሺ௧ಿା௥ିଵ,௧ಿା௥ାఒ;ି௔ሻ

஻ሺ௧ಿିଵ,ఒାଵሻெሺ௧ಿିଵ,௧ಿାఒ;ି௔ሻ
       (39) 

Note that the MVUE of  ߠ௥ is zero (0) if  ݖ ൏  ,The Bayes estimates, on the other hand, are zero (0) .ݎ

if r ൏ 0	such that ݐே ൅ 1 ൏ െݐ ,ݎே െ 1 ൏ െ, ݎ	ݐே ൅ ߣ ൏ െݎ,	depending upon the various loss 

functions. 
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