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Abstract 
In this paper artificial immune recognition system 
(AIRS) is employed as an emerging technique of data 
mining to extract the reservoir operating rules with a 
case of water supply reservoir, and we mainly focus on 
the impacts of learning mechanisms of AIRS on the 
obtained operation rules, therefore the mechanisms are 
explored and different gene encodings, as knowledge 
representatives, and the uncertainties of annual 
hydrological conditions (AHC), one attribute of the 
operating data, are considered. In order to further 
illuminate the learning capabilities, the classification 
results of the rules through AIRS and RBF networks 
are compared, indicating AIRS can be better for mining 
the reservoir operating rules which are of more 
transparent and interpretive, and can be dynamically 
updated. 

Keywords: Water supply, Data mining, Operating 
rules, Information entropy, AIRS 

1. Introduction 
Recently novel computational intelligent approaches 
related to artificial neural networks, genetic algorithms 
and artificial immune systems are gaining popularity 
and have been adopted progressively by the data 
mining as a new theory or technique in the areas of the 
water resources management[1], offering a novel 
approach of obtaining the operating rules. However in 
practice the techniques need to be improved further and 
expected to consideration and employment of the 
existing information to great degree and fusion of the 
experience or knowledge of the decision-maker. In 
addition, a mass of data and information are 
accumulated gradually in the long-term process of the 
reservoir operations and eventually form enormous 
information database which encourages the application 
of data mining for the reservoir operations.  

Of several related definitions of data mining one 
that is most appropriate for real-world applications is 
given by Fayyad et al. (1996): Data mining is the 
nontrivial process of identifying valid, novel, 
potentially useful, and ultimately understandable 
patterns in data [2]. In other words, data mining is 
capable of extracting the hidden patterns and 
discovering the valued information or knowledge from 
the observed data. Currently the decision tree [3]-[4] 
and artificial neural networks [5]- [7] have been wildly 
applied to obtain the reservoir operating rules but the 
two techniques are limitations. The data to be mined, 
expressed as points in the high dimension state apace, 
are composed of operating data attributes and the 
corresponding release decisions. Although obtaining 
the rules easy to be interpreted and deduced, the 
decision tree, a traditional data mining technique, can 
merely make divisions parallel to the axes of the state 
space which leads to the limitation of effective 
divisions in the space when facing the complex 
non-linear mappings between the attributes of 
operating data and the related decisions. On the other 
hand, compared with the decision tree, the artificial 
neural networks can make more effective divisions but 
the size of the network, especially the hidden node 
number, are difficult to make sure. Another point noted 
especially is that with changes of environments and 
demands, operating data are subject to continuous 
modification and supplements. Current and future 
operation decisions are more dependent on these new 
data. Unfortunately the above-mentioned data mining 
methods could not make dynamic calibration or 
updating of the acquired operating rules using available 
new operating data [8]. 

Artificial immune system (AIS), implementing a 
learning technique inspired by the human immune 
system is a remarkable natural defense mechanism that 
learns about foreign substances and protects the bodies 
from the invasions of the microorganism, bacteria or 
virus, and applied wildly to the domains such as 
machine learning, abnormal detection, computer 



security, optimization and scheduling [9]. By far many 
artificial immune systems or models have been 
proposed, and one of these models, a typical model for 
unsupervised learning, is resource limited artificial 
immune system (RLAIS) which has been proposed by 
Timmis (2001)[10], followed by the artificial immune 
recognition(AIRS)[11], which is advanced by 
Watkins(2004) based on the Timmis’ research on the 
RLAIS. Up to now AIS, mostly applied to solving the 
optimal operating results in the water resource 
management domains[12]-[13], but for the purpose of 
classification or pattern recognition have never been 
reported. Therefore, we will attempt to obtain the water 
supply reservoir operating rules using AIRS as a novel 
data mining technique and aim to explore the impacts 
of the learning mechanisms of AIRS on extracting the 
classification operating rules. 

The remainders of this paper are organized as 
follows. Section 2 primarily explored the learning 
mechanism of AIRS. Section 3 lists the rule derivation 
process via AIRS in detail while discussing the effect 
of the different encodings of operating data for the 
AIRS and analyzing the obtained operating rules. 
Section 4 introduces the information entropy theory to 
AIRS to establish a IEAIRS to decrease the influence 
of the subjectivities and uncertainties from the 
determination of AHC. In order to further describe the 
performance of AIRS, the classification results of 
AIRS, IEAIRS and RBF are compared in section 5 and  
then conclusions about the advantages and 
disadvantages of the AIRS for the derivation of the 
rules are drawn while presenting the future research 
work in section 6. 

2. Brief overview of learning 
mechanisms of AIRS 
The human immune system is highly distributed, 

highly adaptive and self-organizing in nature, 
maintains a memory of foreign substances (called 
antigen) and has the ability to continually learn about 
new antigens[14]. Once the human body suffers from 
the attack of the antigen, the specific immune response 
of the immune system will be elicited and the immune 
cells of the body, called B lymphocyte cell which is 
produced by the bone marrow cell, are stimulated to 
secrete antibodies which undergo continuous evolution 
and can identify, match and eventually neutralize or 
eliminate the binding antigens. From an 
information-processing perspective, the patterns of the 
antigens are identified, learned and eventually 
remembered by the antibodies through the specific 
immune response, therefore this learning mechanisms 
of antibody against antigen are taken as an inspiration 

for the application of the machine learning, data mining 
and data analysis. Hunt et al. (1995, 1996) proposed an 
artificial immune network system for machine learning 
which succeeded in the recognition of promoters in 
DNA sequence [15]-[16], but the size of the network 
could not be controlled effectively. In order to solve 
this problem, the concepts of resource limited and the 
artificial recognition ball (ARB) were adopted by 
Timmis (2001) to advance a resource limited artificial 
immune system (RLAIS) for unsupervised clustering 
tasks[17]. Based on the Timmis’ researches on the 
RLAIS, Watkin(2004) further puts forward to a new 
supervised learning classifier system, called artificial 
immune recognition system, for the classification and 
pattern recognition tasks. Although AIRS is inspired by 
the work on immune networks, the development of the 
system leads to the abandoning of the network 
principles in favor of a simple population-based model. 
Just as the RLAIS, the ARIS could be used to learn 
about the antigen not only one-shot, but also 
continuously. The main learning mechanisms of AIRS 
come from the thoughts of ARB, resource limited and 
memory pool.  

In order to use AIRS as a data mining technique to 
effectively learn about and extract the patterns of the 
training data or antigen, the repertoire of the system 
should be complete, namely the there exists at least one 
antibody that can recognize any antigen, and the 
repertoire completeness of the system is achieved by 
the generalization and diversity of the antibodies. ARB 
of the AIRS, also known as B-cell, consists of an 
antibody, a count of the number of resources held by 
the cell, and the current stimulation value of the cell. 
The generalization of the cell is performed by the 
identifying any antigen entering the recognition radius 
ofεin the shape space, namely an ARB can acquire the 
common schema or feature from many different 
antigens(data), similar to the cross reaction in the 
human immune system. Once the antigen enters the 
AIRS, the ARB in the system becomes activated, 
undergoes clonal selection and somatic hyper-mutation 
and generates a great number of copies of the cell but 
not all of the copies could survive in the system. The 
idea of resource limitation is accepted by the AIRS and 
the total number of the system wide resource is set to a 
certain limit. Each ARB is allocated a number of 
resources based on its stimulation value and the clonal 
rate. In the AIRS, the stimulation of an ARB is based 
both on affinity to the antigen (training data) and the 
antigen class label, where highly stimulated ARBs are 
those of the same class as the antigen which are close 
to the pattern of antigen, or are of a different class and 
far from the pattern of the antigen. So the ARBs with 
high stimulation could compete for acquiring much 
more resources and survive, otherwise be removed 



from the system. This process illuminates the dynamic 
of the system, maintains the diversity of the ARB 
population and makes the patterns of antigens or 
training data to be identified. 

Compared with the memory mechanisms of 
RLAIS that the patterns or characters of the antigen 
which have been remembered are maintained in the 
network, those of AIRS are different. The reason is that 
the ARBs against the antigens undergo the maturation 
of immune response and of which the highest 
stimulated one would be selected as a memory cell to 
enter the memory cell pool. On the other hand, another 
advantage is that AIRS can continuously learn about 
the new patterns of the antigens, namely once AIRS 
encounters new antigen or training data, the new 
pattern of antigens or data can be remembered and the 
old can never be forgotten. 

3. Reservoir water-supply operating 
rules extraction procedures with 
AIRS 

3.1. Description of operating rules  
Water supply of the reservoirs needs to be 
comprehensively considered to meet the water 
demands of multi-objectives which have different 
requirements of priorities and guarantee rates. For 
instance, the domestic water demands of urban and 
rural inhabitants shall be satisfied firstly, while 
agricultural and industrial water demands as well as 
navigation requirements shall also be considered and 
taken care of. In this paper the water demands of three 
water supply objectives are considered[18], denoted as 
Di,t where i is water supply objective, equal to 1,2,3, 
and t is water supply period of time, equal to 1,2,…,T, 
therefore D1,t,D2,t and D3,t are listed in descending order 
of priorities of water supply. According to operation 
decision-making there are four possible operating 
patterns and only one of them shall to be selected to 
guide the release at any period of time. The four 
operating patterns are listed below: ①normal water 
supply for all the objectives. ②only limitation to D1,t. 
③limitation to both D1,t and D2,t. ④limitation to the 
three objectives. Consequently, the decision issues of 
the water supply reservoir can be described briefly as 
that the water supply reservoir operating rules, obtained 
from the operation data, combined with current 
decision information, are served as the guidance to 
perform series of decisions for determining an 
operating pattern from the four patterns in order to 
minimize the shortage index of water. 

3.2. Data mining procedures for the 
operating rules 

Any sample of the operating dataset consists of five 
characteristic attributes of reservoir storage(S), 
operating period number(N), water demand(D), 
reservoir inflow (I) and annual hydrological condition 
(P), and the class label of operating pattern(C) related 
to the attributes. The operating patterns C, known as 
“true patterns”[7], obtained by the dynamic 
programming, are the optimal release decisions during 
the whole run-time of the reservoir. In AIRS, the gene 
representatives of the antigen and the antibody of the 
artificial recognition ball(ARB) are denoted as the rule 
formulation of “if (N, S, I, D, P), then C”, and any rule 
is expressed as a six dimension vector in the shape 
space. The procedure of operating rule extraction is 
given in detail as follows.  

Step1: Antigen presenting. This stage of the 
algorithm can primarily be viewed as a data 
pre-processing, where the training samples are 
regarded as antigens encoded in a proper manner and 
normalize all the antigen feature vectors so that the 
Euclidean distance between the feature vectors of any 
two items is in the range of [0, 1] while calculating the 
affinity threshold among the antigens. 

Step2: Memory cell identification and ARB 
generation. Once the data pre-processing is completed, 
training will proceed as a one-shot incremental 
algorithm. Given a specific training antigen, find the 
memory cell of the same class as the antigen which is 
highly stimulated and selected to generate new ARBs 
through the clonal selection and hyper-mutation, and 
then those balls are placed into the population of 
pre-existing ARBs. 

Step3: Competition for resources. ARBs compete 
for acquiring the resources based on the stimulation 
value to decide whether survival or not death and then 
the numbers of the cells in the system can be adjusted 
dynamically. 

Step4: Operating rule extraction. The ARB of the 
same class and highest stimulation value as the antigen 
is selected as a candidate to enter the memory cell pool. 

Step5: Once an antigen is dealt with by the AIRS, 
the procedure will go to the next antigen until all of 
antigens enter the system. Eventually the obtained 
memory set is the result of extraction of the water 
supply  reservoir operating rules. 

Data mining is the derivation of the potential 
useful information and knowledge hidden in the 
features of the operation data. Generally the feature 
attributes of the same data may be expressed as the 
binary, continuous, categorical, or hybrid 
representative, however different representative may 
lead to inductive bias of the AIRS [19], therefore it is 



necessary to explore the influences of different 
representatives of five feature attributes of the 
operation data on the operating rule extraction before 
AIRS is applied to the data mining of the rules. 

3.3. Representatives choice of the 
operation data 

Hamaker and Lois Boggess(2004) have performed  
series of experiences utilizing the standard data from 
the UCI machine learning repository to test the 
classification performances of AIRS, and the results 
demonstrated that different representatives related to 
the distance measures have great impact on the 
performances of AIRS[20]. Thus the continuous and 
hybrid representatives are accepted to denote attributes 
in this paper, where the distance of the former is 
calculated by the Euclidean distance measure whereas 
the latter by the heterogeneous value difference 
metric(HVDM). Five attributes of operation data or 
antigen (antibody), and the related representatives are 
listed in Table 1.  
 

Ab(Ag)  continuous hybrid 
N numerical normal 
S numerical numerical 
I numerical numerical 
D numerical numerical 

Condition 

P numerical normal 
Action C normal normal 

Table 1: Different representatives of antibody (antigen). 
 

The first 30 years samples (from 1956 to 1986) 
are used to conduct 10-way cross validations for the 
continuous and normal representatives and the results 
are listed in the Table2,3 respectively. Comparative of 
results demonstrates that the average accuracy of the 
latter is 2.6% more than that of the former because the 
operation data is dealt with by the Euclidean distance 
metric and the HVDM respectively. In this paper 
operating period, divided into twelve months, are 
denoted by the integers from 1 to 12, while the AHCs, 
represented as six kinds of conditions of wet year, 
above average year, average year, below average year, 
dry year and extremely dry year, are denoted by the 
integers from zero to five. When the operating period 
and AHCs are measured by the Euclidean distance, the 
two features, regarded as real values which are 
arbitrarily decided , could not reflects the influence 
between the two attributes and the operating patterns. 
On the contrary, when measured by the HVDM, the 
two attributes, although denoted by the integer, are still 
viewed as categorical values because the posterior 
probability of Bayesian theory is accepted by the 

HVDM to exploit the inherent relationship between the 
two attributes and the related operating patterns. 
Consequently, the average accuracy of the latter is 
higher than that of the former. Therefore the hybrid 
representatives and the HVDM are absorbed by the 
AIRS to calculate the affinity between the antigens and 
the antibodies.  
Data items 1 2 3 4 5 
Accuracy 0.833 0.917 0.917 0.722 0.722 
Data items 6 7 8 9 10 
Accuracy 0.889 0.806 0.75 0.806 0.778 
Average accuracy 0.8168 Var. 0.0709

Table 2: 10-way cross validations(Euclidean distance). 
 

Data items 1 2 3 4 5 
Accuracy 0.861 0.917 0.917 0.806 0.722 
Data items 6 7 8 9 10 
Accuracy 0.944 0.806 0.833 0.806 0.806 
Average accuracy 0.8418 Var. 0.0681 

Table 3: 10-way cross validations (HVDM). 

Primary analysis of results  
The first 30 years operating data are used as training 
samples by the AIRS to obtain the operating rule set 
and the second 15 years data are utilized as testing 
samples to validate the classification capabilities of the 
rules. The run process of  AIRS is controlled by the 
key parameters which are set visa experiments as 
follows:TotalNumberResource=500,HyperClonalRate=
2,ClonalRate=10,Pm=0.2,TS=0.09,StimulationThresho
ld=0.76, and k=3.  

Once accomplishment of training, 210 ARBs are 
obtained in the memory set of the water supply 
operating rules(small parts of the rules are listed in 
Table 4), and the compression ratio of the system to the 
training samples is 58.5%. When the obtained rules are 
applied further to test the training samples and the 
classification accuracy of the rules arrives at 83.3%. 
We can draw some interesting conclusions from the 
analysis of the table 6 as follows: 

(1) The classification accuracy of the pattern① is 
highest, followed by the pattern④, and the accuracies 
of the pattern②and③ are lowest, which illuminates 
that the memory dataset of the operating rules can be 
good for the high generalization of the training samples 
with the pattern①or④ and poor for those with the 
pattern②or③. Statistical analysis demonstrates that the 
operating decision-making is prone to conservative, 
and there are no abnormal events taking place in the 
classification results, namely the differences between 
the patterns, determined by the rules, and the “true 
pattern” are within the range of two levels. Another 
point we should note is that identification accuracy of 



AIRS reflects the overall effectiveness of the obtained 
rules, e.g., the operating data in December 1989 is 
closest to the three rules of 9,10,11 in the shape 
space(seen in Table 4) and the classification pattern of 
the data is codetermined by the voting numbers of the 
three rules. Although the true pattern of the data belong 
to the “true pattern”④ is misclassified by the AIRS 
into the pattern③, the three rules could provide the 
reference information for the further decision-making. 

(2) There are six operating data with the “true 
pattern”① which are misclassified into the pattern②, 
although the minimal storage in the six data, counting 
for 78 percent of the reservoir capacity, is much more 
than the reservoir inflow and the water demand at this 
time. These cases usually take place under the 
circumstances of the below average or dry years, which 
further makes clear the AHCs have affect on the 
operating decision-making. 

(3)There are eight operating data with the “true 
pattern”② which are misclassified into the pattern① 
and five into the pattern③, generally occurring under 
the circumstances of large storage, low inflow, and 
large ware demand. In these cases the influence of the 
reservoir inflow on the decisions  can be ignored 
while the satisfaction of the water demand depends 
mainly on the reservoir storage. 

(4) Four operating data with the “true pattern”③ 
which are misclassified into the pattern② and five into 
the pattern④. These cases occurs under the conditions 
of low storage (around 60% of the reservoir capacity), 
low inflow, whereas quite large water demand (around 
84.5% of the maximal water demand), which leads to 
the shortage of the water demand because the storage 
could not be supplemented by the inflow and be 
affected by the AHCs of above averages or below 
average years. 

(5) There are two operating data with the “true 
pattern”④ which are misclassified into the pattern③, 
taking place under the circumstances of the dry or 
extremely dry years and the quite small storage (around 
27% of the reservoir capacity) while the operation 
periods are within the low water seasons, thereby both 
the reservoir storage and the AHCs have great impacts 
on the operation decision-making. 

Based on analysis mentioned above, the AHCs have 
impact on all of the four operating patterns, so proper 
division for the hydrological year types helps to extract 
better rules form the operation data with the AIRS. 

 
No. N S I D P C 
1 8 0.983 0.097 0.982 1 ① 
2 3 0.873 0.073 0.800 3 ② 
3 6 0.649 0.076 0.445 2 ③ 
4 6 0.843 0.020 0.479 2 ① 
5 7 0.731 0.325 0.854 1 ② 

6 9 0.881 0.033 0.554 3 ① 
7 4 0.694 0.112 0.833 3 ② 
8 4 0.815 0.086 0.818 4 ① 
9 12 0.336 0.029 0.001 5 ④ 

10 10 0.336 0.014 0.068 5 ③ 
11 10 0.402 0.077 0.157 5 ③ 
Table 4: Small parts of operating rules in memory set. 

Determination of the AHCs based on 
information entropy theory 
The inflow of the reservoir is the principle source of 
the reservoir water supply, and changed greatly due to 
the variances of the AHCs. Generally speaking, the 
AHCs are determined only by the frequencies of the 
annual runoff, however the determination could not 
account for the influences of the AHCs on the 
operation decision-making while not directed specially 
at the reservoir operation due to the consideration of 
pure hydrology. On the other hand, it is uncertain and 
subjective for the operators to predict the AHCs next 
year in the run of the reservoirs. So it is necessary for 
us to seek for another new technique to exploit the 
internal relationships between the annual runoff and the 
operating patterns for determining the AHCs in favor 
of the operating decision-making from the operating 
decision data. Information entropy as the measures of 
the random signals can be applied to extract the 
information of operating decision-making hidden in the 
annual runoff as the hydrologic random variable. In 
this paper the supervised discrete method, FUSINTER 
proposed by Zighed (1998) [21], is adopted by AIRS to 
establish new model, information-entropy based AIRS 
(IEAIRS), to divide the 45 annual runoff into six 
intervals with the relation to the AHCs (illustrated in 
table 5), and the intervals by the FUSINTER are 
compared with those by the frequencies of the annual 
runoff (seeing the Fig. 1). 

After the AHCs are determined by the FUSINTER, 
new operating data are obtained, thereby the new 
reservoir operating rule are be acquired by the IEAIRS 
and the classification accuracy of the new rule memory 
set is percent 86.1 which is 2.8% higher than that of the 
AIRS. The comparison analysis of the two results, 
seeing Fig. 1, show that the wet year interval of the 
former is wider than that of the latter but the above 
average year interval is narrower while the below 
average year interval is wider whereas the dry year 
interval is narrower. So the determination of the AHCs 
based on the information entropy theory can definitely 
divide the intervals of the 45-year annual runoff and 
further decrease subjectivity and uncertainty of the 
operators. 

 



Interval AHC Symbol
[0.00～7945） Extremely dry 0 
[7945～8194） Dry 1 
[8195～8347） Below average 2 
[834～12279） Average 3 
[12279～12992） Above average 4 
[12992～＋∝） Wet 5 

(Note：λ=1.0, α =0.95)  
Table 5: The annual runoff Intervals and the AHC. 

 

Fig.1: AHCs determined by information entropy and 
frequencies of annual runoff 

4. Comparative analysis of the 
classification abilities of AIRS, 
IEAIRS and RBF for operating 
rules 

Radius basis function network(RBF) is used as the 
technique of data mining to extract the water supply 
reservoir operating rules and the classification accuracy 
of the rules is percent 84(seeing the table 8), and the 
comparative analysis of the table 6, 7, and 8 illuminate  
the classification accuracy of the AIRS is near to that 
of the RBF and the accuracy of the IEAIRS is higher 
than that of the first two techniques while the AIRS 
accuracy of the operating data with the pattern ①and
④ are higher than that of RBF but lower than that of 
the data with the pattern ②and③. The explanations 
are given in detail as below: 

(1) The information and knowledge contained in 
the operating data are acquired by the RBF through the 
training and eventually stored in the network nodes and 
the weights between the nodes. The operating data with 
the pattern ①and④ count for 48.3% and 3.9% of the 
overall data respectively, therefore the former data 

over-generalize the network but the latter can not carry 
out learning fully about the information of the 
decisions with the pattern④. So the pattern numbers of 
the training sample can affect the classification abilities 
of the RBF. On the contrary,, the learning abilities of 
the AIRS could not be subjective to the sample number 
during the training process and can perform the fine 
division in high dimension space due to depending 
mainly on the ARBs capturing the antigens (operating 
data) entering the radius of the ball and further 
extracting the common schema or features of the 
antigens. 

(2) There are reasons about the low identification 
accuracies of the AIRS and IEAIRS for the operation 
data with the pattern②and③. One reason is that the 
data with pattern②and③ are easy to be interfered by 
its’ neighbor data in the vector space because the 
identification regions of the neighbor ARBs usually 
overlap when these balls identifying the same 
data(antigen) Anther reason is that the matches 
between the rules in the memory set and the operating 
data, measured by the Euclidean distance or HVDM, 
ignore the interactions among the feature attributes of 
data to some degree (analyzed in Section 3), on the 
contrary the RBF, a learning method of connectionism， 
can implicitly expresses the information, knowledge or 
rules, so the nonlinear divisive capabilities of the RBF  
outperform those of the AIRS. 

(3) Compared to the RBF, AIRS for the extraction 
of the operating rules has three advantages. The first 
one is that the size of the RBF is determined by trial 
and error but the parameters of the AIRS can be 
determined by the users in light of the problem-solving. 
The second one is that the operating information or 
rules acquired by the former are represented implicitly 
by the network and could not deliver more 
decision-making information to the operators. 
Especially, the operating rules in the memory set of the 
AIRS are expressed as definite formation of 
“IF-THEN” while an operating pattern of the operating 
data to be identified is codetermined by multiple rules 
in the memory set, so the operating rules acquired 
eventually by the AIRS are much more transparent and 
interpretative. The third one is that once the 
completeness of the training process of the RBF, the 
structure could not be changed, therefore if new 
reservoir operating data need to be trained by the 
network, the structure of the network will still be 
determined again by the trial and error, whereas the 
AIRS could continue learning the reservoir historical 
operating data including the present or future data due 
to the mechanisms of one-shoting, so the operating 
rules in the memory set could continue to be updated 
dynamically. 

 



Classification pattern True 
pattern ① ② ③ ④ 

Classification 
accuracy 

① 97 6   94.2% 
② 8 26 5  66.7% 
③  4 16 5 64% 
④   2 11 84.6% 

Table 6: Classification of AIRS. 
 

Classification pattern True 
pattern ① ② ③ ④ 

Classification 
accuracy 

① 98 5   95.1% 
② 5 30 4  76.9% 
③  4 16 5 64% 
④   2 11 84.6% 

Table 7: Classification of IEAIRS. 
 

Classification pattern True 
pattern ① ② ③ ④ 

Classification 
accuracy 

① 94 7 2  91.3% 
② 2 32 4 1 82.1% 
③ 1 2 18 4 72% 
④  2 4 17 63.6% 

Table 8: Classification of RBF [7]. 

5. Conclusions and the future work 
The AIRS is employed as a new technique of data 
mining to primarily explore the application of the 
extraction for the reservoir operating rules as a case of 
a water supply reservoir operation in this paper. We 
mainly focus on the influences of the different 
representations of the feature attributes of the operating 
rules and the different determinations of the AHCs on 
the derivation of operating rules. In order to deeply 
exploit the advantages of the AIRS learning 
performances for the extraction of the rules, 
Comparative analysis of the classification results of the 
AIRS and the RBF are carried out. The final analysis 
illuminates that the AIRS can be used as a new learning 
classifier to effectively extract the reservoir operating 
rules.    

However there are some disadvantages about the 
AIRS for the extraction of operating rules, for 
examples, the redundancy of rules in the memory set 
with the increase of the memory cells, shortage of 
consideration of the weightiness of different features 
among the attributes of the rules, and lack of the 
associative representations between the features of the 
attributes and the operating patterns or among the 
features. Therefore, we will continue our research work 
as follows:(1) The co-stimulation between the T 
lymphocyte and the B lymphocyte will be introduced to 

the AIRS for regulating the weights of the features of 
the operating rules. (2) Self-adaptive mechanism will 
be adopted to adjust the radius of the ARBs to enhance 
the generalization capability of the AIRS.(3) In order to 
extract the more interpretative rules, the template 
instruction theory and the reinforcement learning 
strategy will be introduced. 
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