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Abstract 
The irrationality of constructing weights, lending to 
subjectivity and without considering the redundancy 
of attributes, exists in traditional management 
decision-making. The σ − important rating and 
ξ − important rating are first proposed by the attribute 
reduct in rough sets theory. Then, the g − important 
rating is given by the information gain in information 
entropy. An approach for acquiring attribute weights 
employing the three important ratings is presented to 
solve the problem of subjectivity and redundancy. An 
empirical case study validates the rationality and 
validity of our method. 

Keywords: Rough sets theory, Information gain, 
Attributes reduct, Weight. 

1. Introduction 
In many multiple attribute decision making (MADM) 
problems, the best project should be chose from the 
candidates. In virtue of the different importance of 
these attributes in candidates, each attribute should be 
endued with a different weight. The classical 
approaches select weights based on preference 
information of attributes given by the experts, 
including eigenvector method [1], weighted least 
square method [2], AHP method [3] and Delphi 
method [4], etc. Although decision making (DM) 
problem can be solved through these approaches, there 
are two serious limitations. One is the differences of 
the expert’s preference lead to subjectivity and 
deviation, the other is not considering the redundancy 
of attributes.  

Since Professor Pawlak of Poland proposed the 
Rough sets Theory (RST)[5], this methodology has 
been developed quickly in past two decades and used 
widely in many domains such as industry, iatrology 
and information science, etc. Because RST is based on 
original data, it can solve the problems of subjectivity 
and redundancy in DM, which may be used to 
construct weights in DM. In this paper, the attribute 
reduct in RST is used to obtain the important ratings 

of attributes. Firstly, the core and unnecessary 
attributes in the information system is distinguished, 
which can estimate the importance relations among 
attributes to some extent. Then, the contribute rating 
of a certain attribute is defined according to whether 
the system changed or not after deleting the attribute. 
The contribute rating represents the influence of the 
attributes to maintain the stability of the whole system. 
The more important the rating is, the more weight we 
should give. 

In addition, Shannon, an American 
mathematician, proposed the concept of entropy as an 
important tool to deal with the uncertain phenomena 
[6], which has been developed very quickly and 
applied widely in information and decision science. 
Moreover, information gain, an important concept 
based on entropy for classification and prediction in 
data mining domain, was chose as an effective 
measurement to eliminate the attribute which contains 
less information and reserve the attribute which 
contains more information. Because it can reflect the 
important rating of attributes and the intrinsical 
framework of system objectively, information gain 
can be used to construct weights in DM. 

This paper introduces the two approaches to 
construct the weight at first. Then, the defects of these 
two methods are discussed and an approach for 
attribute weights acquisition based on RST and 
information gain is presented. Finally, the advantages 
of proposed weight are validated by an empirical case 
study.   

2. Preliminaries 
The basic concepts, notations and results of rough sets 
as well as their extensions are briefly reviewed. 

Definition 2.1[7] An information system is defined 
as a pair ( , )S U A=  where U is a non-empty finite set 
of objects, A C D= ∪  is a non-empty finite set of 
attributes, C denotes as the set of condition attributes 
and D denotes as the set of decision attributes, 
C D∩ ≠∅ . Each attribute a A∈  is associated with a 
set aV  of its value, called the domain of a . 



Definition 2.2[7] Given an information system 

S = ( , )U A , we denote 
1

( ) | | / | |
n

C i
i

D R X Uγ −
=

=∑  as 

the quality of the approximation of D  by means of 
the attributes from C . The important rating of a is 
defined as: { }( ) ( ) ( )CD C C aa D Dσ γ γ −= − . 

Definition 2.3[7, 8] Given an information system 
( , )S U A= , we denote 

/
( )C X U D

POS D C X−∈
= ∪  as the 

positive region of C. For ka B C∀ ∈ ⊆ , we have: 

(1) If { }( ) ( )C a CPOS D POS D− = , then a is an 
unnecessary attribute of C. 
(2) If { }( ) ( )C a CPOS D POS D− ≠ , then a is a 
necessary attribute of C. 
(3) If ( ) ( )

kB CPOS D POS D= , { }( )
kB aPOS D−  

( )CPOS D≠ , then we call kB  is a reduct of C.  
Definition 2.4[8] Given an information system 

S = ( , )U A , let kB ( 1,2, , )k r= L  are the whole 

attribute reduct sets, we denote kk r
M B

≤
= ∩  as the 

core attribute sets; kk r
N B M

≤
= ∪ − as the relatively 

necessary attribute sets; kk r
I C B

≤
= − ∪ as the 

unnecessary attribute sets respectively. 

3. The weight acquisition method 
based on RST 

Firstly, the result of the lower approximation can 
describe the creditable knowledge in information 
system, and the weight of an attribute can be estimated 
by the variety rating of the lower approximation when 
the attribute is deleted. The important rating defined 
by definition 2.2 can reflect this variety very well, so it 
can be used to construct the weight in DM.  

Considering the important rating of definition 2.2, 
for the core attribute, the lower approximation must be 
changed when we delete it. If the number of core 
attributes is more than one, weights constructed by this 
method depend on the variety degree of the system. As 
for unnecessary attributes, the lower approximation 
will not be changed it is deleted, which is suitable for 
the case. But for the relatively necessary attribute, 
only the dimensionality of reduct sets is changed but 
the elements in lower approximation are not changed 
when it is deleted, so the important rating of these 
attributes will be zero. In other words, the important 
rating of definition 2.2 merely can distinguish the core 

attribute and unnecessary attribute while ignoring the 
effect of the relatively necessary attribute.  

For a relatively necessary attribute ia , we can 
easily obtain that it is belonged to some of the attribute 
reduct sets of kB  according to Definition 2.3 and 

Definition 2.4. We can use the cardinal number of ia  

divide the cardinal number of kB  as a standard to 
define another important rating. In order to distinguish 
the two different important ratings, we denote 
σ − important rating in Definition 2.2 and 
ξ − important rating in the following. 

Definition 3.1[9] Given an information system 
( , )S U A= , let kB ( 1,2, , )k r= L  are all the 

attribute reduct sets, for a C∀ ∈ , we denote the 

ξ − important rating as 
1
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, ( 1, 2, , )k r= L . 

Proposition 3.1[9] Given an information system 
( , )S U A= , for any a M∈ , b N∈ , c I∈ , we have 

1aξ = , 0 1bξ< <  and 0cξ = . 
Thus we can get the ξ − important ratings of 

these three kind attributes, which rectifies the lack of 
Definition 2.2. But for the core attribute, we find an 
interesting phenomenon that the ξ − important ratings 
of core attribute is equal to 1 but the σ − important 
ratings may be different if the numbers of core 
attributes are more than one. Therefore, for a certain 
attribute a C∈ , the process of weights acquisition 
based on RST is showed as the following. 

(1) The σ − important ratings of the attribute a is 
obtained and normalized as following:     

* ( ) ( ) / ( )CD CD CD
a C

a a aσ σ σ
∈

= ∑ ; 

(2) The ξ − important ratings of the attribute a is 
obtained and normalized as following: 

* /a a a
a C

ξ ξ ξ
∈

= ∑ ; 

(3) The weight based on RST is defined as: 
* *( ) (1 )a CD aaη υσ υ ξ= + − , where υ  is a constant 

and [0,1]υ∈ . 
However, this method also has some shortages in 

practical applications shown in the following example. 
 



Example 3.1 Given a decision information 
system { , , }S U C D= , {1, 2,3, 4,5, 6, 7}U = , 

1{C a= 2 3 4, , , }a a a , D DEC= . 
 

U  1a  2a  3a  4a  DEC  
1 1 0 0 1 1 
2 1 0 0 0 1 
3 0 0 0 0 0 
4 1 1 0 1 0 
5 1 1 0 2 2 
6 2 2 0 2 2 
7 2 2 2 2 2 

Table 3.1: A decision information system. 
 
Since 

3{ }C a CPOS D POS D− =  and  ia∀ ∈  

3\{ }C a , 
3 3\{ } { } \{ }iC a a C aPOS D POS D− = , we 

obtain only one attribute reduct: 1 2 4{ , , }a a a . 
In addition, / {{1, 2},{3, 4},{5, 6, 7}}U D =  and 

/ {{1},{2},{3},{4},{5},{6},{7}}U C = ; 1 2/{ , }U a a  

{{1, 2},{3},{4,5},{6, 7}}= ; 1 4/{ , } {{1, 4},U a a =  

{2},{3},{5},{6, 7}} ; 2 4/{ , }U a a =  {{1},{2,3},{4},  

{5}, {6, 7}} .  So we have 
3 1\{ } { }C a aPOS D− {5,= 6,  

7} ;
3 2\{ } { } {5,6,7}C a aPOS D− = ,

3 4\{ } { }C a aPOS D−  

= {1,2,3} . 
By the definition of σ − important ratings and 

ξ − important ratings, we can get: 1( )CD aσ =  

2 4( ) ( )CD CDa aσ σ= ＝ 4/7, 3( ) 0CD aσ = ; 

1aξ = 2 4 31, 0a a aξ ξ ξ= = = . The weights based on 

RST are: 1 2 4 31/ 3, 0a a a aη η η η= = = = . 
This example shows that the weight of the 

element out of the attribute reduct sets will be zero; 
the weight of the element in the attribute reduct sets 
will be the same. Since the numbers of the attribute 
reduct sets are limited, some of the attributes may 
have the same weight in DM and all the attributes 
can’t form a whole order sequence, which will affect 
the efficiency of the final decision making, so this 
approach for weight acquisition must be improved. 

4. The weight acquisition method 
based on Information gain 

Definition 4.1[10] Supposed U  is a finite set of 
reference actions, the universe U  is divided into m 
classes by the decision attribute D ; For a certain 

, [1, 2, , ]iD i m∈ L , id  is remarked as the cardinal 

number of iD , Let | |
id

U  be the probability that an 

arbitrary tuple in U  belongs to class iD  ( | |U  

means the cardinal number of U ). So we can define 
the information entropy produced by the class iD  is: 

1 2 2
1

( , , , ) ( ) log ( )
| | | |

m
i i

m
i

d dI d d d
U U=

= −∑L  

If an attribute a  with values 1 2{ , , , }va a aL  is 

used as the test at the root of the decision tree, U  is 
partitioned into the subsets 1 2{ , , , }vu u uL , where 

ju  contains those objects in U  that have value ja  of 

a . Let ju contain iju  objects of class iD . The 
expected information based on this partitioning by a  
is known as the entropy of a . It is the weighted 
average. 

1 2
1
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j
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+ + +
=∑

L
L  

The information gain of a  is defined by: 

1 2( ) ( , , , ) ( )mGain a I d d d E a= −L  
In view of the size of information gain is the 

basis when people choose the node of the decision tree 
and the attribute with the highest information gain is 
considered the most discriminating attribute of the 
given set, we can use information gain as a method to 
construct the weight of attributes. We denote this 
weight as g − important ratings and the 
g − important ratings of attribute a  is defined as: 

* ( ) / ( )a
a C

g Gain a Gain a
∈

= ∑ . 

Although using information gain as a measure to 
select attributes is extensively used in data mining, a 
threshold value is usually used to eliminate the 
independent or weak relative attribute when doing the 
relativity analyze by using the method of information 
gain [10], which may be subjectivity. In addition, we 
find an interesting phenomenon that if the information 
gain of a certain attribute has a close relation 
corresponding to the structure of decision attribute; it 
may mislead us that validated by the following 
example. 

Example 4.1 Given two decision information 
systems in the following, the condition attributes C  in 
the left table are {headache, muscle pain, animal heat}, 
the condition attributes C′  in the right table are 
{headache, snivel, animal heat}, and the decision 



attribute in both of the two tables are whether get flu 
or not. 

 
 C  D
Patient H M A Flu
X1 Yes A little Normal No 
X2 Yes Very High Yes
X3 Yes A little Very High Yes
X4 No Very Normal No 
X5 No No High No 
X6 No Slightly Very High Yes
X7 No No High Yes
X8 No Slightly Very High No 

 
 C′  D  
Patient H S A Flu 
X1 Yes A little Normal No 
X2 Yes Very High Yes 
X3 Yes Slightly Very High Yes 
X4 No No Normal No 
X5 No Very High No 
X6 No A little Very High Yes 
X7 No No High Yes 
X8 No Slightly Very High No 

Table 4.1: The two tables based on whether to get a flu or 
not. 

 
where, H, M, S, A denote headache, muscle pain, 
snivel, animal heat, respectively. 

Let 1 2Flu Yes Flu No{ } { }s s= =， ，; .  
2

1 2 2
1

( )
| | | |, log ( )
| | | |

i i

i

s s
I s s

U U=

= −∑  

2 2
1 1 1 1

log ( ) log ( ) 1
2 2 2 2

− − ==  

For the first table： 

2 2
1 1 1 1 1

(musle pain) 4 * - log ( ) - log ( )) = 1
4 2 2 2 2

E = （  

For the second table： 

2 2
1 1 1 1 1

(snivel) 4* - log ( ) - log ( )) = 1
4 2 2 2 2

E = （  

So, we can get: 
(musle pain) (snivel) 0Gain Gain= =  

This example shows that the attributes of muscle 
pain in the first table and snivel in the second table 
would be eliminated according to the method of 
information gain. However, the attribute of snivel 
should be an important evidence to be used to judge a 
person whether gets flu or not, it is obviously 
unsuitable if it is deleted. Therefore, the method of 

weights acquisition based on information gain also 
should be improved. 

 

5. The weight acquisition method 
based on RST and Information 
Gain 

This section presents the weight acquisition method 
based on RST and Information Gain. We first review 
the two examples in section 3 and 4. 
    For Example 3.1, we calculate the information gain 
of each attribute as following: 

1 2

3 4

0.6995 0.8774

0.1981 0.9852

( ) ( )
( ) ( )

Gain Gain

Gain Gain

a a
a a

= =
= =

, ,

,
 

We can see that the weight of the four attributes 
form an order sequence by using the method of 
information gain. 

For Example 4.1, the η −weight of muscle pain 
and snivel is calculated respectively as following: 

1 4 5 8 2 3 6 7/ {{ , , , },{ , , , }}U D x x x x x x x x=  

1 2 3 4 6 8 5 7/ {{ },{ },{ },{ },{ , },{ , }}U C x x x x x x x x=

1 2 3 4muscle pain/( { }) {{ },{ },{ },{ },U C x x x x− =  

6 8 5 7{ , },{ , }}x x x x . 

In virtue of {muscle pain}C CPOS D POS D− = , 
that is, the attribute of muscle pain is the redundancy 
attribute, muscle pain{ } 0η ＝ . 

1 4 5 8 2 3 6 7/ {{ , , , },{ , , , }}U D x x x x x x x x=  

1 2 3 4 5 6/ {{ },{ },{ },{ },{ },{ },U C x x x x x x′ =  

7 8{ },{ }}x x . 

1 2 3 4snivel/( { }) {{ },{ },{ },{ },U C x x x x′ − =  

6 8 5 7{ , },{ , }}x x x x . 

In virtue of {snivel}C CPOS D POS D− ≠ , that is, 
the attribute of snivel is not the redundancy attribute, 

snivel{ } 0η ≠ . 
Therefore, we consider constructing weights by 

employing the two approaches together. For a certain 
attribute a C∈ , we define the final weight of a  as 
follows. 

* * *( ) (1 )a CD a a aw a gλσ μξ λ μ χ= + + − − ⋅ , 

where , [0,1]λ μ∈  and ,λ μ  is a constant,  

1 when is not a redundancy attribute

0 when is a redundancy attributea

a

a
χ

⎧
= ⎨
⎩

. 



When a is the redundancy attribute, we have 
0aw = . At last, we normalize the final weight as 

following: * /a a a
a C

w w w
∈

= ∑ . Generally, we let 

1/ 3λ = ， 1/ 3g = , * * *[ ( ) ] / 3a CD a aw a gσ ξ= + + . 
In addition, we obtain two propositions according to 

Examples 3.1 and 4.1:  
Proposition 5.1: a is a redundancy attribute, which 

is not equal to ( ) 0Gain a = . 
Proposition 5.2: For a certain condition attribute 

ja , if 1 2( , , , )mI d d dL = 1( , , )j mjI u uL , then 

( ) 0jGain a = . 

6. Empirical study 
A case about a corporation evaluating employees for a 
job is studied. The director of human resource 
department gives a test to the 10 position candidates by 
choosing the skill of mathematical, computer, team 
cooperate, space imagination, language expression, 
professional knowledge, foreign language as the 
considerable criterions, which are denoted as 1a , 2a , 

3a , 4a , 5a , 6a  and 7a , respectively. Then, we let 

{A, B,C, D, E, F}CV =  represent {excellent, good, 
commonly, bad, very bad}, respectively, corresponding 
to certain skills of the candidates. Let {1, 2,3, 4}DV =  
which means the general diathesis of the position 
candidate is excellent, good, commonly, bad, 
respectively. The detailed information is showed in 
Table 6.1. 
 
Position 
candidates 

a1 a2 a3 a4 a5 a6 a7 Dec

1 B A B B A B A 1 
2 E D E D D C C 4 
3 E C E D C D C 4 
4 D C D C B A B 3 
5 B A B B A B A 1 
6 D C D C B A B 3 
7 E D E D C D C 4 
8 E C C D C C C 3 
9 C B C B A B A 2 
10 D B C C B A A 2 
Table 6.1: The decision table of the 10 position candidates. 

 
Let 1 2 10{ , , }U x x x= L , 1 2 3{ , , ,C a a a= 4 ,a

5}a , then we have: 

1 5 4 6 2 3

7 8 9 10

/ {{ , },{ , },{ },{ },
              { },{ },{ },{ }}
U C x x x x x x

x x x x
=

 

1 5 9 10 4 6 8

2 3 7

/ {{ , },{ , },{ , , },
              { , , }}
U D x x x x x x x

x x x
=

 

Since { },
ii C a Ca C POS D POS D−∀ ∈ = , 

{ }( ) ( ) ( ) 0
iCD i C C aa D Dσ γ γ −= − =  , 1, 2, 7i = L .

The system doesn’t have the core attribute. 
We use the software RSES produced by Warsaw 

University in Poland to calculate the whole attribute 
reduct sets as following: 

1 1 3{ , }B a a=   , 2 2 3{ , }B a a= , 3 2 6{ , }B a a= , 

4 3 4{ , }B a a=  , 5 3 5{ , }B a a= , 6 3 6{ , }B a a= , 

7 3 7{ , }B a a=   8 1 5 6 7{ , , , }B a a a a=  
From Definition 2.4, we can get 8 attribute 

reduct sets. The core attribute sets 
8 kk

M B
≤

= ∩ =∅ . 

The relatively necessary attribute sets  
8 kk

N B
≤

= ∪  

− M U= . 
The unnecessary attribute sets 

8 kk
I C B

≤
= − ∪  

= ∅ . 
From Definition 3.1, ia C∀ ∈ , 

1
/

i i k

r

a a B
k

rξ χ
=

=∑ I .  

So 1 2 / 8 0.25aξ == ; 2aξ = 2 / 8 0.25= ; 

3 7 / 8 0.875aξ = = ; 4 1/ 8 0.125aξ = = ; 

5 2 / 8 0.25aξ = = ; 6 3 / 8 0.375aξ = = ;  

7aξ = 2 / 8 0.25= .  
Then, we have  

* * *
1 2 5a a aξ ξ ξ= = *

7aξ= = 0.1053 ; 
*
3 0.3684aξ = ; *

4aξ = 0.0526 ; *
6aξ =  0.1579 . 

From Definition 4.1, we denote 1d ＝1, 2d ＝2, 

3d ＝3, 4d ＝4 for the domain of decision attribute. 
Then we can calculate the information entropy and 
information gain of the 7 condition attributes in Table 
6.1. The results are showed in Table 6.2. 

Therefore, we have *
1ag ＝0.1329, *

2ag ＝0.1868, 
*

3ag ＝ 0.1924, *
4ag ＝ 0.0789, *

5ag ＝ 0.1299, 
*

6ag ＝0.1377, *
7ag ＝0.1414. 

Since the system doesn’t have core attribute, we 
do not consider the effect of σ − important ratings. So, 



we choose 0λ =  and 1/ 2μ = , the final weight acquisition and sequence are showed in Table 6.3. 
 

 
1a  2a  3a  4a  5a  6a  7a  

1 2 3 4( , , , )I d d d d  1.971 1.971 1.971 1.971 1.971 1.971 1.971 

( )E  0.8 0.325 0.275 1.275 0.826 0.75 0.725 

( )G  1.171 1.646 1.695 0.695 1.114 1.221 1.246 
Table 6.2: The information entropy and information gain of the 7 condition attributes. 

 

 a1 a2 a3 a4 a5 a6 a7 
*
aξ  0.1053 0.1053 0.3684 0.0526 0.1053 0.1579 0.1053 

Rank 3 3 1 7 3 2 3 
*
ag  0.1329 0.1868 0.1924 0.0789 0.1299 0.1377 0.1414 

Rank 5 2 1 7 6 3 4 
*
aw  0.1191 0.1461 0.2804 0.0658 0.1176 0.1478 0.1234 

Rank 5 3 1 7 6 2 4 
Table 6.3: The weight acquisition and sequence of the 7 condition attributes. 

 
Therefore, we obtain the order sequence of these 

7 condition attributes decreasingly: the skill of team 
cooperate, professional knowledge, computer, foreign 
language, mathematical, language expression and 
space imagination, which is consistent with the 
human’s experience. In addition, the process of the 
weight acquisition is based on the data from the 
information system and don’t add any expert’s 
preference, which makes this approach more 
reasonable in real applications.  

7. Conclusions 
The methods of RST and information gain are 
employed for weight acquisition in DM in this paper. 
The advantage of this method is that it eliminates the 
personal subjectivity as and deals with the redundancy 
of attributes properly. A case study validates the 
rationality and validity of our method. Future research 
work of our research is to study the attribute weight 
acquisition in dynamic DM environment. It also seems 
worthwhile to explore if the proposed approach can be 
extended to other generalized rough set models such 
as fuzzy rough set theory. 
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