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Abstract 
An evaluation method with attributes’ weights and 
attributes’ values being pure linguistic values is put 
forward in this paper. The final result is obtained 
through calculating the linguistic values directly.  
Based on this method, a weights optimization model 
and a corresponding algorithm are advanced and 
applied to evaluate the final result for the technical 
examination of vehicles in accident, which show the 
proposed method to be feasible and effective. 
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1. Introduction 
Due to fuzziness and uncertainty of the things to be 
evaluated, the evaluation information in linguistic 
form is usually given, which results in more concern 
over the evaluation theory based on linguistic value 
[1]-[9]. In the current studies, the evaluation theory 
based on linguistic value can be classified into the 
following three categories: the first one is based on 
extension principle [9]; the second one makes direct 
computations on labels [10]; the last one represents the 
linguistic information with a pair of values called 2-
tuple, composed by a linguistic term and a number [8]. 
Also we can classify these methods of evaluation by 
the form of attributes weight and attributes evaluation 
values: the first one is the method with the attributes’ 
weights being certain real numbers and the attribute 
values being linguistic values, which converts the 
linguistic value to the real number and calculates the 
geometric average according to the certain weights 
[11]-[14]; the second one is the method with the 
attributes’ weights totally being uncertain and the 
attribute values being linguistic values, which doesn’t 
consider the attributes’ weights when aggregating the 
information, so the method serves well when the 
attributes’ weights can not be easily gotten, but it may 
lead to wrong evaluation because the uncertain 
weights can not show us how important the attributes 
are [15]-[17]; The last one is the method with the 

attributes’ weight and attributes values all being 
linguistic values [8][12]-[27], which can be fuzzy 
linguistic method or pure linguistic method.  For 
instance, the OWA employed in reference [19] 
belongs to the former, and the method adopted in 
reference [28] serves as an example of the latter, 
which in fact, still calculates the label of the linguistic 
values to get the final result. More importantly, Yang 
Xu presents a general method for sensory evaluation 
of industrial products with uncertain information [29]. 
In fact, all the methods are not actually linguistic 
values. They get the final results by calculating the 
real numbers while showing the final result in 
linguistic values.  

Method with attributes’ weight and attributes’ 
values being pure linguistic values is introduced  in the 
section 2 of this paper, which gets the final result 
through calculating the linguistic values directly. Also, 
a weights optimization model and a corresponding 
algorithm are given in section 3. Lastly, this method is 
applied to evaluate the final result for the technical 
examination of vehicles in accident, which proves 
feasible. 

2. Linguistic values and its 
operators 

Let },...,1,0|{ tisS i ==  be the set of linguistic 

values, Ssi ∈  is a linguistic value, and it should 
satisfy the following characteristics: 

1) The set is ordered, i.e. ji ss >  if ji > ; 

2) There is the negative operator: ji ssneg =)(  

such that tji =+ ; 
3) There is the maximum operator: 

iji sss =),max(  if ji ss ≥ ; 

4) There is the minimum operator: 

iji sss =),min(  if ji ss ≤ . 

Taking the technical examination of vehicles for 
instance, the set of linguistic values for the result of 
each examination item can be defined as 



0{sS = =Extremely poor, =1s Very poor, 

=2s Poor, =3s Medium, =4s Good, =5s Very 

good, =6s  Extremely good} . 
Also, the attributes’ weight value can be defined 

as 
{' =S ='

0s very low, ='
1s low, ='

2s medium, 

='
3s high, ='

4s very high} . 

For any linguistic variable is , js S∈ , the 

operator ⊕  can be defined as follows: 

ji ss ⊕ = ),( ji ssMin . 

For any linguistic variable is S∈  and linguistic 

weight variable '
js 'S∈ ,  ij ss ⊗'  can be different in 

different applications, taking the technical 
examination of vehicles as an example, the operator 

ij ss ⊗'  can be defined as follows: 

 
⊗  Extremel

y poor 
Very 
poor 

Poor Medium

Very low Poor Poor Medium Medium
Low Poor Poor Medium Medium

Medium Very 
poor 

Very 
poor 

Poor Medium

High Extremel
y poor 

Extremel
y poor 

Very 
poor 

Medium

Very high Extremel
y poor 

Extremel
y poor 

Extremel
y poor 

Medium

 
⊗  Good Very good Extremely 

good 
Very low Good Good Good 

Low Good Good Good 
Medium Good Good Extremely 

good 
High Good Very good Extremely 

good 
Very high Good Very good Extremely 

good 
Table1: The definition of ij ss ⊗' . 

 
Based on the two operators defined above, the 

linguistic aggregation operator can be defined as 
follows: 
Definition 1 Let LIA be the linguistic aggregation 
operator, SSLIA n →: , i.e. 

),...,,( 21 nW pppLIA = 

)(...)()( 2211 nn pwpwpw ⊗⊕⊕⊗⊕⊗ , in 

which ),...,,( 21 nwwwW = , iw 'S∈  is the 

linguistic weights vector, and ),...,,( 21 nppp , 

jp S∈  are evaluation results for all sub-items. 

3. The weights optimization model 
and the corresponding algorithm 

Generally, the weight for each attribute is given by 
evaluators, which is subjective. So how to get the right 
weights is discussed by researchers, and some 
objective methods for weights setting are advanced, 
such as the principal component analysis method, the 
Entropic method, the multi-objective maximum 
distance method, and the method based on rough set 
theory. But these methods are all based on the weights 
being real number, and there is no study based on the 
weights being linguistic values. Thus an linguistic 
weights optimization model and the corresponding 
algorithm are presented as follows: 

3.1. The discrepancy of results 
To show the difference between the results given by 
evaluators and the result calculated based on the 
method, the discrepancy of results is defined as 
follows: 

Definition 2 Suppose Ssi ∈  is the evaluation 
result given by the evaluator in historical cases, and 

Ss j ∈  is the result calculated based on the method, 
the function for discrepancy of results is 

RSSP ⎯→⎯×: . 
So the discrepancy of results is expressed in real 

number, and its value reflects the discrepancy between 
the results given by evaluators and the result 
calculated based on the method. 

We can get the discrepancy of results from 
evaluators. Taking the technical examination of 
vehicles as an example, the discrepancy of results is 
showed in the following table: 

 
js  
 

is  

Extremely 
poor 

Very 
poor Poor Medium

Extremely 
poor 

0 20 40 80 

Very poor 20 0 20 40 
Poor 40 20 0 20 

Medium 80 40 20 0 
Good 160 80 40 20 

Very good 320 160 80 40 
Extremely 

good 
640 320 160 80 

 



js  
 

is  
Good Very good Extremely good

Extremely 
poor 

160 320 640 

Very poor 80 160 320 
Poor 40 80 160 

Medium 20 40 80 
Good 0 20 40 

Very good 20 0 20 
Extremely 

good 
40 20 0 

Table2: the discrepancy of results. 
 

3.2. The weights optimization model 
Suppose M  is the historical cases base, for any 

case Mck ∈ , the evaluator gives the evaluation 

results ),...,,( 21 kmkk ppp ( kjp  is corresponding to 

the j th item of kc ), also the evaluator gives the 

synthetical result kq  for this case. 
Suppose the evaluator’s subjective weights are 

),...,,( ''
2

'
1 mwww , the optimization weights are 

),...,,( 21 mwww , then the weights optimization 
model is 

=)(ZMin  

∑
=

−
n

k
kmkkwwwk pppLIAqP

m
1

21),...,,( )),...,,(,()1(
21

λ . 

 

∑
=

+
m

i
ii wwP

1

' ),(λ  

Here ∑
=

m

i
ii wwP

1

' ),(  is the discrepancy between 

the subjective weights and the optimization weights, 
so the function ),( ''

ii wwP  for the weights values 

need to be defined; λ  is the rate of weights 
discrepancy, 10 ≤≤ λ . 

3.3. Solving the model with Genetic 
Algorithm 

We can solve the weights optimization model with 
Genetic Algorithm, and the Fitness Function is just the 
Target Function of model, which aims at getting the 
minimum value of model. So the best gene is the one 
whose Target Function value is minimum. According 
to the Tournament Selection method this one is chosen 
as the new gene for the next generation. Through 
generations, we can get the best gene as well as the 
best solution for this model. To get the solution for 

this model by employing the Genetic Algorithm, we 
need to ascertain how to code the genes, Also we need 
to set the length for each chromosome L  for each 
chromosome, the scale M  for the initial group, the 
Crossover Probability cp , the Mutation Probability 

mp , and the total number of generations T . 
(1) Coding 
Linguist weights can be represented by integer 0, 

1, 2,.., t  respectively, if the total number of items is 
m , then the length of gene can be m×2 . 

For example, “41233” is a gene coded for 
linguistic weights in the technical examination of 
vehicles, which represents the linguistic weight “Very 
high”, “Low”, “Medium”, “High” and “High” 
respectively. 

(2) The scale M  of the initial group 
As the starting point for the Genetic Algorithm, 

the initial group should be with a proper scale M . 
The bigger the scale M  is, the wider the range of 
searching, and the longer the time taken for 
regeneration. On the contrary, the smaller the scale 
M  is, the narrower the range of searching and the 
shorter the time taken for regeneration. Generally scale 
M  is set to be more than 50 and less than 100. In this 
paper, it is set to be 80, and the initial group of gene is 
generated randomly. 

(3) The Crossover Probability cp  
As a main method to generate the new genes for 

the Genetic Algorithm, the Crossover operator should 
be set a proper Crossover Probability cp . In this 
paper we choose the single point crossover operator, 
and The Crossover Probability cp  is set to be 0.60. 

(4) The Mutation Probability mp  
Mutation is another method to generate the new 

genes in Genetic Algorithm, which leads to the variety 
of species. The bigger the Mutation Probability mp  is, 
the bigger the possibility for generating the new genes 
is. But the good genes will be destroyed when the 
Mutation Probability mp  is too big, which may let the 
performance of Genetic Algorithm act as random. In 
this paper, we set the Mutation Probability mp  to be 
0.005. 

(5) The total number of generations T  
In this paper, the total number of generations T  

is set to be 700. 

4. Illustrative example 
In the technical examination of vehicles, the set of 
linguistic values for the result of each examination 
item can be defined as 



0{sS = =Extremely poor, =1s Very poor, 

=2s Poor, =3s Medium, =4s Good, =5s Very 

good, =6s  Extremely good} . 
Also, the attributes’ weight value can be defined 

as {' =S  ='
0s Very low, ='

1s Low, 

='
2s Medium, ='

3s High, ='
4s Very high} . 

Evaluators give the subjective weights 

),,,,,( 654321 wwwwww . 

),,,,,( '
3

'
1

'
1

'
2

'
1

'
1 ssssss=  

There are twenty cases about the energy supply 
device of the HONDA ACCORD 7230 hydraulic 
brake system, and the examination items are “Pedal 
and Master Pump Push Rod”, “Pedal Free Trip”, 
“Pedal Effective Trip”, “Booster Trachea Vacuum 
Degree”, “Booster Function” and “Booster Pipeline 
and Joints”. The evaluations for each item and final 
results are all expressed in linguistics values, as shown 
in table 3. 

 
Case 
No. 

Pedal and 
Master Pump 

Push Rod 

… Booster 
Pipeline and 

Joints 

Final 
Results 

1 
2s   

2s  2s  
2 

1s   
3s  3s  

3 
3s   

4s  3s  
. 
. 
. 

    

19 
3s   

2s  3s  
20 

2s   
2s  2s  

Table 3: The evaluations for each item and final results. 
 

We set a weights optimization model, and λ  is 
set to be 0.5, the discrepancy between subjective 
weights and optimization weights are defined in table 
4. 

 
 Very 

low 
Very 
low 

Medium High Very 
high 

Very low 0 20 40 80 160 
low 20 0 20 40 80 

Medium 40 20 0 20 40 
High 80 40 20 0 20 
Very 
high 

160 80 40 20 0 

Table 4: the discrepancy between subjective weights and 
optimization weights. 

By applying the Genetic Algorithm to solve this 
model, we get the final optimization weights 

),,,,,(),,,,,( '
2

'
1

'
1

'
1

'
1

'
1654321 sssssswwwwww = , 

and the total discrepancy is 110. We collect 
another 20 cases to verify the method, and through the 
optimization weights and the objective weighs the 
final results of these cases are aggregated respectively. 
Comparing with the evaluation results given by 
evaluators, we get the table 5. 

 
 The 

Correct 
rate 

Total 
Discrepancy 

Average 
Discrepancy

By objective 
weighs 

70% 410 20.5 

By 
optimization 

weighs 

85% 120 6 

Table 5: Result comparing between objective weighs 
and optimization weighs. 

5. Conclusions 
A multi-attribute evaluation method is put forward in 
this paper, in which the attributes’ weights and the 
attributes’ values are all expressed in the form of 
linguistic values. Based on this form the final result 
can be aggregated by the LIA, which was also defined 
in this paper. To get the objective linguistic weights, a 
linguistic weights optimization model, with the 
minimum total discrepancy as its target, is advanced. 
The Genetic Algorithm is applied to solve this model, 
so we get the final optimizes linguistics weights. 

Taking the examination of energy supply device 
as the example, 20 cases with the evaluation records of 
evaluators are applied in the model to get the 
optimization linguistic weights, and after aggregating 
another 20 cases, it turns out that the optimization 
linguistic weights is effective  

The fact shows it is feasible to make multi-
attribute evaluation with linguistic values. However, 
the problems such as what is the most proper form of 
linguistic values to represent the attributes’ weights 
and attributes’ values, and what is the most effective 
linguistic aggregation operation, need to be further 
studied. In this paper, we define the operation rules 
according to the evaluators’ subjective experience, and 
we express the discrepancy with some numeric values, 
which need to be studied as well. 

From table 5 we know that the optimization 
weights method is better than the subjective weights 
method because it’s more accurate. 
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