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Abstract—An Improvement of Extend TOPSIS (IE-TOPSIS) 

method is presented for Armament System of Systems (ASoS) 

selection. In this paper, ASoS selection problem is a multiple 

criteria decision-making problem. Because determining the 

specific value of the attribute for each ASoS is difficult, the 

criteria score is considered as interval vague value. The IE-

TOPSIS method can deal with the interval data value score 

to determine the most preferable decision among all the 

choice. The weight is calculate with analysis of the implicit 

function behind the data, which is different of the classic 

TOPSIS method. Finally an illustrative example with 

interval data is shown for the Air-Defense ASoS selection 

problem. 
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I. INTRODUCTION 

Armament System of Systems (ASoS) is generally 
regarded as a kind of SoS composed by multiple armament 
systems, which are usually geographic distribution, 
operational and managerial independent. Just as SoS, 
ASoS has many complex features, such as nonlinearity, 
emergent behavior, multiple dependency, and that makes it 
really difficult to be evaluated and selected.[1] So ASoS 
Selection problem is often a multiple criteria decision-
making problem of finding the best ASoS portfolio from 
all the feasible alternatives. And there are plenty of  
selection methods, such as classic ADC method, exponent 
method, Lanchester method[2], expert evaluation method, 
ANP method[3], VFT method[4][5], fuzzy analysis 
method[6]. These methods are based on a specific data set 
about the criteria of each candidates from the expert score 
or simulation value. However, due to the complexity and 
uncertainty involved in the real-world decision problems 
and incomplete information or knowledge, it is very 
difficult to provide a precise numerical value[7], usually 
only an interval data can be gave out. For example, human 
judgements including preferences are often vague and 
cannot estimate his preference with an exact numerical 

data, there for these data may be have some structures such 
as bounded data, ordinal data, interval data, and fuzzy data. 

Recently researchers proposed some method handling 
the multiple criteria decision-making problem with the 
interval data set. Researcher Kress set up a method to 
calculate the approximate articulation of preference and 
priority deviation for inconsistent interval comparison 
matrices.[8] Merono-Jimenez analysis the distribution of 
possible ranking of alternatives in a small interval 
reciprocal comparison matrix.[9] And Haines proposed a 
statistic method for interval reciprocal comparison 
matrices.[10] And researcher G.R. Jahanshahloo proposed 
an algorithmic method to extend TOPSIS for decision-
making problems with interval data.[11] The extend 
TOPSIS method proved to be an efficient method for this 
multiple criteria decision-making problem, however, the 
weight of the criteria was gave by experts, which is still a 
complex work even for experts. This paper give an 
improvement of extend TOPSIS method for ASoS 
Selection with interval data by calculate the weight from 
the interval comparison matrices. At present, the weights 
obtained methods from the interval data such as a fuzzy 
preference programming (FPP) method[12][13], a goal 
programming (GP) method[14]. Researcher Fang Liu gave 
an acceptable consistency analysis of interval reciprocal 
comparison matrix by judging the importance of different 
criteria by an extend method of classic AHP.[7] 

In this paper, we proposed an improvement of extend 
TOPSIS (IE-TOPSIS) method to analysis the ASoS 
selection problem under a condition of decision makers 
provide an interval data matrix of each ASoS over 
different criteria. The rest of the paper is organized as 
follows: section 2 describes the main problem of ASoS 
selection in mathematics, section 3 proposed the 
improvement of extend TOPSIS method, section 4 
validated with a general case, and conclusions are drawn in 
section 5. The IE-TOPSIS method will be discussed in 
chapter 3.2. 
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II. PROBLEM DESCRIPTION 

ASoS selection problem can be described as a multiple 
criteria decision-making problem. And the symbols are 

defined as follows, let 
iP  be the ith portfolio (ASoS), 

iC  

be the ith criteria of the index, 
iW  be the weight of the ith 

criteria, A  be the interval data score matrix and the 
iR  be 

the rank of the ith portfolio. 

In this paper, the decision-making problem is to choose 

the optimistic 
iP  from the feasible alternatives. The index 

of evaluation can be described as the vector 

1 2( , ,..., )nC C C C . Here we transform all the criteria 

to benefit criteria to make it easier understanding . And the 

weight of the criteria is 1 2( , ,..., )nW W W W . The score 

value is presented in Interval data score matrix A . 
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Where the lower value can be equal with the upper value. 
Then calculate the rank of each portfolio and make 

your decision to choose the best portfolio. 

III. METHODOLOGY 

The IE-TOPSIS method is here to solve this ASoS 
selection problem. Before illustrating the IE-TOPSIS 
method, TOPSIS and Extend TOPSIS method will be 
discussed.  

A. TOPSIS Method & Extend TOPSIS method 

TOPSIS (technique for order preference by similarity 
to an ideal solution) method is presented in Chen and 
Hwang[15], with reference to Hwang and Yoon[16]. 
TOPSIS is a multiple criteria method to identify solutions 
from a fi-nite set of alternatives. The basic principle is that 
the chosen alternative should have the shortest distance 
from the positive ideal solution and the farthest distance 
from the negative ideal solution. And the procedure of 
TOPSIS can be referenced at the related articles. 

Extend TOPSIS method[11] is proposed to handle the 
internal data. It gets the negative  ideal solution from the 

lower data matrix of Interval data score matrix A . And 
the upper data to be the positive ideal solution. Then the 
specific weights gave by experts in the classic TOPSIS 
method. The detail of the method can be found at [11]. 

B. IE-TOPSIS method 

IE-TOPSIS is a new method to develop TOPSIS 
method in multiple criteria decision-making problem with 
interval data sore matrix as 
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The IE-TOPSIS method is executed in the following 

steps. 

Step 1. Data Normalization Matrix 

For the value of different criteria usually have different 

measure scale, the data matrix should be normalized[11] 

at first. Then we noted the normalized matrix N .  
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Step 2. Criteria Comparison Matrix 

In order to find a weight to distinguish the portfolios 

influentially from the implicit function behind the data, 

we can get the comparison matrices of the criteria 

importance with the normalized matrix N  as follows. 

 1C
 2C

  mC
 

1C
 1 1 2( )P C C  

 1( )mP C C  

2C  
1 2( )P C C  1  2( )mP C C  

     

mC  
1 m( )P C C  

2( )mP C C  
 1 

Assuming the normalized criteria has the same measure 

scale and the same distribution. Because we have little 

information of the data, the distribution can be regarded as 

uniform distribution.[17][18] Consider only one portfolio, 

if we make it score value as the importance value of this 

criteria, then the weight of each criteria will be positive 

correlation, and the aggregation result will be the 

optimistic maximum for this specific portfolio. And if get 

the different weight of each portfolio, then every weight 

combined the value to optimistic maximum of it’s 

portfolio, so the mean weight of different portfolio can 

show the total information of all the portfolios. This kind 

of set weight method is similarly as rotate all the 

dimensions to find a most distinguishable dimension 

combination. The specific procedure is as follows. 

The comparison of iC  and jC  from one portfolio 

normalized interval data ( ( )i jP C C ) can be calculated as 

areas of 
1

s  and 2s  in figure 1.[19] 

 

Figure 1.  Criteria comparison from a portfolio normalized interval data 
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And, 

i( ) 1 ( )j i jP C C P C C     (4) 

Then the criteria comparison matrix noted as pCM  of 

one portfolio P  can be calculated  from i( )jP C C . 

And the change mapping ( i( )jP C C  to ijCM  ) is 

shown in the following the picture. 

 

Figure 2.  Mapping criterion 

Then we can get the pCM  matrix. 
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Step 3. Consistent Analysis & Compute the Weight 

After getting the CM matrix of all the portfolios, it is 

necessary to confer whether the comparison judgment 

matrix is consistent. Like classic AHP method, the 

comparison matrix can be seen as the relative importance 

of each criteria, so the consistent analysis can be 

processed as follows, which is initially set up by Saaty 

[20][21]. 

When the matrix CM is m by m dimension, the level of 

consistency can be measured by a CI and CR method[20]. 

That is, 

-
, /

-1

max m
CI   CR CI RI

m


                (5) 

Where 
max  is the largest eigenvalue of matrix CM, 

and m is dimension of  CM. RI is a random index, which 

is the average CI of a large number of randomly generated 

simulations, and the value are gave out in Table 2.  

TABLE I.  THE MEAN CONSISTENCY INDEX (CI) 

m 1 2 3 4 5 6 7 8 9 

RI 0 0 0.52 0.89 1.12 1.26 1.36 1.41 1.46 

For CM is usually a positive matrix, max  the largest 

eigenvalue can be calculated by formula (6).[22]-[24] 
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When CR<0.10, the comparison matrix is considered to 

be acceptably consistent. While CR>0.10, the CM is said 

to be of unacceptable consistency, which should be 

adjusted to that with acceptable consistency to ensure the 

rationality of decisions. 

The weight of can be computed in root method. 
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Then the weight of each criteria is 
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Step 4. IE-TOPSIS Calculation 

In the same procedure of classic TOPSIS, IE-TOPSIS 

calculation is list as follows. 

Considering the difference importance of each criteria. 

Calculate the weighted normalized interval value matrix 

V .  
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Then calculate the positive ideal solution and negative 

ideal solution as, because we assumed all the criteria have 

been transformed into benefit criteria. 

positive positive positive positive U

1 2 m ij
i

negative negative negative negative L

1 2 m ij
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I = {v ,v ,...,v }= {max(v ), j = 1,2,...,m}
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   (10)

 Then the separation of each alternative from the positive 

and negative ideal solution can be scaled by n-dimension 

Euclidean distance. 
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Then  

*

negative

j

j positive negative

j j

D
D =

D D                       (12) 

Finally, sort these 

*

jD
 to get the rank iR

 of each 

portfolio. Select the top rank portfolio as the best ASoS 

selection. 

IV. CASE STUDY 

The method proposed in this paper can make decision of 

the ASoS selection problem. Here is a numerical sample to 

illustrate it. 

A. Case Description 

To illustrate the IE-TOPSIS method with multiple 

criteria decision-making problem, we presented a 

numerical experiment on Air-Defense weapon system of 

systems as shown in figure 2, 15 candidate ASoS 

portfolios, 4 criteria with lower and upper boundary 

interval data are considered. 

Air-Defense Weapon System 
of Systems Selection

§ Mobility 

capability

Criteria 1

ASoS Portfolio Candidates

System 1 System 2 System 15

§ Attack 

probability

Criteria 2

§ Information 

capability

Criteria 3

§ Support 

capability

Criteria 4

…

 

Figure 3.  Air-Defense ASoS portfolio selection 

The interval data in table 3 of this numerical experiment 

was referenced at al[11]. 

TABLE II.  THE INTERVAL DATA 

 C1 C2 C3 C4 

 
1 1[ , ]L U

i ix x  
2 2[ , ]L U

i ix x  
3 3[ , ]L U

i ix x  
4 4[ , ]L U

i ix x  

P1 [500.37,961.37] [26969953,126798] [2636438,254] [965.97 6957.33] 

P2 [873.70,1775.50] [1027546,1061260] [3791,50308] [2285.03,3174.00] 

P3 [95.93,196.39] [1145235,1213541] [22964,26846] [207.98,510.93] 

P4 [848.07,1752.60] [390902,395241] [492,1213] [63.32,92.30] 

P5 [58.69,120.47] [144906,165818] [18053,18061] [176.58,370.81] 

P6 [464.39,955.61] [408163,416416] [40539,48643] [4654.71,5882.53] 

P7 [155.29,342.89] [335070,410427] [33797,44933] [560.26,2506.67] 

P8 [1752.31,3629.50] [700842,768593] [1437,1519] [58.89,86.86] 

P9 [244.34,495.78] [641680,696338] [11418,24108] [1070.81,2283.08] 

P10 [730.27,1417.10] [453170,481943] [2719,2955] [375.07,559.85] 

P11 [454.75,931.24] [309670,342598] [2016,2617] [936.62,1468.45] 

P12 [303.58,630.01] [286149,317186] [14918,27070] [1203.79,4335.24] 

P13 [658.81,1345.50] [321435,347848] [6616,8045] [200.36,399.80] 

P14 [420.18,860.79] [618105,835839] [24425,40457] [2781.24,4555.42] 

P15 [144.68,292.15] [119948,120208] [1494,1749] [282.73,471.22] 

B.  Result 

Based on the EI-TOPSIS method described in chapter 3, 

the weight calculated result is bellow. 

w=( 0.2819, 0.2487, 0.2414, 0.2280 ) 

And the final result is shown in table 4. 

TABLE III.  THE EI-TOPSIS METHOD RESULT 

 
positive

jD  negative

jD  
*

jD  
iR  

P1 0.0294 0.0107 0.2659 8 

P2 0.0238 0.0137 0.3651 4 

P3 0.0342 0.0075 0.1804 2 

P4 0.0239 0.0149 0.3838 10 

P5 0.0351 0.0072 0.1704 13 

P6 0.0304 0.0070 0.1880 1 

P7 0.0336 0.0059 0.1483 11 

P8 0.0140 0.0282 0.6679 6 

P9 0.0324 0.0061 0.1587 3 

P10 0.0258 0.0125 0.3263 14 

P11 0.0294 0.0087 0.2284 15 

P12 0.0319 0.0059 0.1563 5 

P13 0.0266 0.0121 0.3132 9 

P14 0.0303 0.0066 0.1796 12 

P15 0.0339 0.0072 0.1756 7 

V. CONCLUSION 

An IE-TOPSIS method to analysis the ASoS selection 
problem in this paper is more feasible to the real-world 
multiple criteria decision-making problems. Especially 
efficient to the interval data value score caused by the 
complexity and uncertainty in it.  

The advantages of this method is that it can handle the 
interval data as well as the specific value, it needn’t to 
specified the weight of each criteria, the weight calculation 
method is also feasible to small sample. And the 
procedural of the method is very clear and easy for 
computer programming. Besides the EI-TOPSIS method is 
also need to be feather study on getting the weight from 
the implicit function behind the data. 

70



ACKNOWLEDGEMENT 

This work was supported by the Excellent Postgraduate 
Student Innovation Foundation of National University of 
Defense Technology and Hunan Provincial Innovation 
Foundation for Postgraduate under Grant 
nos.CX2013B023. 

REFERENCES 

[1] GuangZhi Bu. The Information Flow Analysis and Evaluation of 
Weapon System-of-Systems. [J]. System Engineering and 
Electronics, 2007, 29(8): 1309-1313. 

[2] TieJun Tang, HaoJun Xu. Research on Effectiveness Evaluation of 
Systematic Confrontation by Virtue of Lanchester Equation [J]. 
Fire command and control,2007, 32(8): 52-54 

[3] Yu Shu, YueJin Tan, LiangCai Liang. Combat Capability 
Evaluation of Weapon Equipment System Based on Capability 
Requirement [J]. Ordnance Industry Automation, 2009, 28(11): 17-
19. 

[4] Jackson J. A., Jonies B. L., Lehmakuhl L. J. An operational 
analysis for air force 2025: an application of value-focused 
thinking to future air and space capabilities[R].USA: 1996. 

[5] Lei Liu, Tao Jin, XiaoYong Wu. Modeling Approach of System of 
Armament Systems Evolution Assessment [J]. Journal of System 
Simulation,2006, 18(Add 2): 621-627. 

[6] HeMing Liu. Fuzzy VFT modeling method and algorithm research 
[D] ChangSha: National University of Defense Technology 

[7] Fang Liu. Acceptable consistency analysis of interval reciprocal 
comparison matrices [J] Fuzzy Sets and Systems.2009 

[8] M. Kress, Approximate articulation of preference and priority 
derivation—a comment, European Journal of Operational Research 
52 (1991) 382 – 383. 

[9] J.M. Moreno-Jiménez, A probabilistic study of preference 
structures in the analytic hierarchy process with interval judgments, 
Mathematical and Computer Modelling 17 ( 4/5) (1993) 73 – 81 

[10] L.M. Haines, A statistical approach to the analytic hierarchy 
process with interval judgments (I). Distribution on feasible 
regions, European Journal of Operational Research 110 (1998) 112 
– 125. 

[11] G.R. Jahanshahloo, F. Hosseinzadeh Lotifi, M. Izadikhah. An 
algorithm method to extend TOPSIS for decision-making problems 
with interval data. [J] Applied Mathematics and Computation 
175(2006) 1375-1384 

[12] L. Mikhailov, Fuzzy analytical approach to partnership selection in 
formation of virtual enterprises, Omega 30 (2002) 393 – 401. 

[13] L. Mikhailov, A fuzzy method to deriving priorities from interval 
pairwise comparison judgments, European Journal of Operational 
Research 159 (2004) 687 – 704. 

[14] Y.M. Wang, T.M.S. Elhag, A goal programming method for 
obtaining interval weights from an interval comparison matrix, 
European Journal of Operational Research 177 (2007) 458 – 471. 

[15] S.J. Chen, C.L. Hwang, Fuzzy Multiple Attribute Decision Making: 
Methods and Applications,Springer-Verlag, Berlin, 1992. 

[16] C.L. Hwang, K. Yoon, Multiple Attribute Decision Making 
Methods and Applications, Springer, Berlin Heidelberg, 1981. 

[17] Nian Zhang, Guiwu Wei. Extension of VIKOR method for 
decision making problem based on hesitant fuzzy set, Applied 
Mathematical Modeling, vol.37, pp. 4938-4947, 2013. 

[18] M. K Sayadi , M.Heydari, K. Shahanaghi,"Extension of VIKOR 
method for decision making problem with interval numbers” 
Applied Mathematical Modeling, vol.33, 2257-2262, 2009. 

[19] Yajie Dou, PengLe Zhang, Jiang Jiang, Kewei Yang, Yingwu Chen. 
MCDM based on Reciprocal Judgment Matrix: A Comparative 
Study of E-VIKOR and E-TOPSIS Algorithmic  

[20] Methods with Interval Numbers. [J] Applied mathematic & 
information science. 7-1S, 1-4(2014). 

[21] T.L. Saaty, A s caling method for priorities in hierarchical 
structures, J ournal of Mathematical Psychology 15 (1977) 234 – 
281. 

[22] T.L. Saaty, The Analytic Hierarchy Process, McGraw-Hill, New 
York, 1980. 

[23] R.A. Horn, C.R. Johnson, Matrix Analysis, Cambridge University 
Press, Cambridge, 1985 

[24] Y Dou, P Zhang, J Jiang, K Yang, Y Chen, Comparisons of Hybrid 
Multi-Objective Programming Algorithms with Grey Target and 
PCA for Weapon System Portfolio Selection, Appl. Math 2014, 
1389-1399 

[25] Y Dou, P Zhang, J Jiang, K Yang, Y Chen. MCDM based on 
Reciprocal Judgment Matrix: a Comparative Study of E-VIKOR 
and E-TOPSIS Algorithmic Methods with Interval Numbers. Appl. 
Math 2014, 1401-1411 

 

71




