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Abstract—In this study work we introduce a technically sim-

ple way of the detection of an abrupt change in parameters of fast 

fluctuating Gaussian processes in the conditions of parametric 

prior uncertainty. For this purpose, we suggest new approxima-

tions of solving statistics under various hypotheses. As an exam-

ple of the mathematical expectation jumping of a random process, 

the appropriate detection algorithm is synthesized and the me-

thod of finding of the analytical expressions for the characteris-

tics of its operating effectiveness is illustrated. Applying statistic-

al computer modeling, we have found that the proposed method 

of the detection of the abrupt changes in parameters of fast-

fluctuating random processes is operable, and the theoretical 

formulas for the detection characteristics well conform with the 

corresponding experimental data in a wide range of parameter 

values of the analyzed process. 

Keywords—random process; abrupt change; detection; 

maximum likelihood method; parametrical prior uncertainty; local 

Markov approximation method; statistical computer modeling. 

I.  INTRODUCTION 

The problem of detection of the abrupt change at some 

time point in the characteristics of the analyzed random 

process has a wide application in communications, radio- and 

hydrolocations, remote signaling and control systems etc. [1-3, 

etc.]. In the known literature the statement of this problem is 

accompanied by the assumption that the observable data reali-

zation has a normal distribution, and also, as a rule, the addi-

tional restrictions are imposed referring to the processed sam-

ples being uncorrelated [1], to the mathematical model classes 

of the information signal [2, 3], and etc. 
In the present work we suggest a new approach for the de-

tection of the abrupt change of the fast fluctuating random 
processes in the conditions of parametric prior uncertainty and 
taking as an example a definition of the mathematical expecta-

tion jumping of the Gaussian random process with unknown 
intensity. Analytically such process can be presented as follows 

        0010201    taaatt  

where   0t  if 0t  and   1t  if 0t  – Heaviside func-

tion, 0  – the moment of possible abrupt change, 01a , 02a  – 

mean values (mathematical expectations) of the process  t  

under 0t  and 0t  accordingly, and  t  – stationary 

centered Gaussian random process. We will present spectral 

density of the process  t  as [4, 5] 
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Here Ω – bandwidth, 0d  – intensity of the process  t  (or 

 t ), defining its dispersion  400 dD   also, and as the 

process  t  is fast fluctuating (on a problem statement), we 

will consider that the following condition is satisfied: 

 14   minmin T  

where  00   T,minTmin . 

We believe that process (1) is observed against additive 

Gaussian white noise  tn  with one-sided spectral density 0N . 

As a result the mix 

      tnttx     T,t 0  
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is accessible to be observed. With the observable realization (4), 
it is necessary to make a decision on a presence or an absence 
of the constant component abrupt change in the observable data. 

In general, the parameters 01a , 02a , 0d  are unknown. 

II. SYNTHESIS OF THE DETECTION ALGORITHM OF THE 

ABRUPT CHANGE IN MATHEMATICAL EXPECTATION 

For the solution of the detection problem of abrupt change 

in mathematical expectation of the process  t , we separate 

two possible cases: 1) 0201 aa  , i.e. abrupt change is absent 

( 0H  hypothesis); 2) 0201 aa   ( 1H  hypothesis). We will solve 

the problem of the specified hypothesis testing by the use of the 
maximum likelihood method. For this purpose we will apply 
the approach connected with introduction of auxiliary hypothe-

sis H:    tntx   and will designate  d,aL 10 ,  ,d,aa,L 211   

as logarithms of the functionals of likelihood ratio for hypo-

theses 0H , 1H  against alternative H accordingly. Further, 

following [4, 5], and neglecting sizes of order of process  t  

time correlation (under satisfying Eq. (3)), the next essentially 
simplified (in comparison with the known) approximations for 

solving statistics  d,aL 10 ,  ,d,aa,L 211   can be received: 
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In Eq. (5) it is designate:      



 tdtthtxty    is the out-

put signal of the filter with the transfer function  H , satisfy-

ing to a condition     0

2
2 dGH    (2), and λ, 1a , 2a , d 

are current values of parameters 0 , 01a , 02a , 0d , according-

ly. The choice is made in favor of 1H  hypothesis, if [4, 6] 
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In the opposite case, the decision is made in favor of 0H  hypo-

thesis. Here  21  ,  is a prior interval of possible values of 0  

parameter and c is threshold defined by set optimality criterion 
[6]. 

Under unknown parameters 0 , 01a , 02a , 0d  maximiza-

tion of functionals (5) on variables 1a , 2a , d can be performed 

analytically. As a result we find 
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Then, from Eqs. (6), (7) follows that maximum likelihood de-
tection algorithm of abrupt change in mathematical expectation 
of Gaussian process with unknown intensity has the appearance 
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and also, is invariant to spectral density of white noise. In Eq. 

(8) it is designate: 
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T
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We will characterize detection quality with using type I 
(false alarm) α and II (missing) β error probabilities [4, 6]. For 
a finding α and β we put into consideration the normalized 
functionals 

      002 dNTMlM
~

ii     0033 2 dNTMM
~

 

2,1i , and present them as the sums of signal and noise func-

tions [6]: 
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      lNlSlM
~

iii   333 NSM
~

  

Here    lM
~

lS ii  , 33 M
~

S   are signal, 

     lM
~

lM
~

lN iii  , 333 M
~

M
~

N   are noise func-

tions, Tl   is current value of the normalized parameter 

Tl 00  , and the averaging   is implemented through all 

possible realizations  tx  with fixed values of all unknown 

parameters 0 , 01a , 02a , 0d . While executing the ratio (3), 

for signal functions and correlation functions of noise func-

tions specified above we have 

   0011 0 l,lmaxzlzlS     0013 1 lz zS   
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3 N 

     212212 1 ,llmaxlNlN  

where 0102 zzz   and  0000 2 dNTaz ii  , 2,1i  are 

signal-to-noise ratios (SNR) for constant components ia0  on 

all observation interval. 

At first let us put that abrupt change in mathematical expec-

tation of the process  t  (1) is absent, i.e. 

 0201 zz   

Then false-alarm probability α can be written down in a kind 
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  , T
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,, 2121   , 

 002 dNTcu   is a normalized threshold, 
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Taking into account Eqs. (10)-(12) we present the function-

al  lM
~

 as 
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Further, in Eq. (15) let us execute the change of variables: 
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Then, the probability (14) can be overwritten as 
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where  X  is Gaussian random process with zero mathemati-

cal expectation and correlation function 

     21221   expXX . Consequently, on the basis 

of results [7] for probability (14) we find 
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Accordingly, the expression for false-alarm probability (13) 
goes over 
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Under 01 
~

, 12 
~

, as appears from Eq. (16), we have 

1 , 2 . However, according to the conducted 

empirical studies the difference 12    in Eq. (17) can be 

accepted finite and equal 
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Accuracy of the formula (17) increases with u and ratio 
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~~~~

 . 

Let us put now that 0201 zz  . In this case the abrupt 

change missing probability is 
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Let us consider that 1z . Then taking into account Eq. 

(11) the signal function    lM
~

lS   and correlation function 

   21 lNlN  of noise function      lM
~

lM
~

lN   of the 

normalized functional  lM
~

 (8) allow approximations 
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where  lly  1 ,  iii lly  1 , 2,1i . 

From Eq. (20) follows that on intervals  01, l
~
  and 

 20 ,
~

l  the functional  lM
~

 is Gaussian Markovian diffusion 

process with drift 1K  and diffusion 2K  coefficients of a kind 
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From here, using a technique presented in [8], for probability 
(19) we find 
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 ( 01 Y , 2Y ) the expression 

(21) becomes simpler essentially and takes the form 
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

 

Accuracy of the formulas (21), (22) increases with z  and u. 

III. RESULTS OF STATISTICAL MODELING 

In order to establish the applicability range of asymptotical-
ly exact formulas for detection characteristics the statistical 

computer modeling of the algorithm (8) operation was carried 
out. During the modeling the samples of realizations of func-

tionals  lM
~

i , 2,1i , 3M
~

 (9) were formed within the interval 

 1,0  with digitization step 410  on both normalized time 

Ttt
~
  and current value l of the parameter 0l  in abrupt 

change presence or absence. Further, for each realization  lM
~

 

(8) the comparison of its greatest sample with threshold u was 
executed and false-alarm and missing probabilities were found. 

In Figs. 1, 2 some results of statistical modeling are pre-
sented where corresponding theoretical dependences are shown 
also. Each experimental value was received as a result of 

processing of not less than 510  realizations  lM
~

 under 

2004   T . In Fig. 1 the theoretical dependence of 

false-alarm probability  u  (17), (18) is traced by solid line, 

and in Fig. 2 the theoretical dependences of missing probability 

 z  (22) are plotted for 0500 .l   (solid line), 0.125 (dashed 

line), 0.5 (dash-and-dot line). Experimental values of detection 
characteristics are designated by squares (Fig. 1) and by 

squares, crosses, circlets for 0500 .l  , 0.125, 0.5 (Fig. 2). The 

threshold size u was defined from Eq. (17) by Neumann-Pirson 
criterion, according to the specified level of false-alarm proba-

bility 010. , so 04315.u  . 

 

Fig. 1. False-alarm probability. 

 

Fig. 2. Missing probability. 

12



As follows from Figs. 1, 2, theoretical dependences for 
probabilities α (17) and β (22) well approximate experimental 

data in a wide range of values of analyzed process  t  (1) 

parameters. During background studies it was established that 
the algorithm (8) can be used for abrupt change detection of 
mathematical expectation of many widespread non-Gaussian 
random processes without appreciable sacrifice of accuracy. 

IV. CONCLUSION 

In order to detect the change-point time of abruptly chang-
ing fast fluctuating Gaussian processes in the conditions of 
parametric prior uncertainty, the maximum likelihood method 
can be effectively used. Application of this method allows us, 
while neglecting the sizes of order of the analyzed random 
process correlation time, to receive detection algorithms of 
abrupt changing random processes, technically more simple 
essentially in comparison with the known analogues. With the 
help of a local Markov approximation method, the closed ana-
lytical expressions for the performance indices of the given 
algorithms can be found. By means of the statistical computer 
modeling, we established that the obtained theoretical results 
well coincide with corresponding experimental data in a wide 
range of parameter values of the observable process. Addition-
al researches show that detectors synthesized on the basis of 
the proposed approach can be also used for the analysis of non-
Gaussian abrupt changing random processes without apprecia-
ble loss in functioning. 
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