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1. INTRODUCTION

Most of the controllers in industries have fixed control parameters. 
However, the controllers cannot obtain good control performances 
against time-variant systems. To tackle this problem, self-tuning 
controllers [1,2] have been proposed. In these controllers, control 
parameters are tuned adaptively and can maintain a good control per-
formance to time-variant systems. However, it is difficult to use these 
methods to actual systems because of low reliability of an on-line 
estimator. In addition, it is not preferred to tune many control param-
eters simultaneously in terms of the safeness of a closed-loop system.

Especially in process industries, Proportional–Integral–Derivative 
(PID) controllers [3] have been widely used. The reasons why PID 
controllers have been widely applied include that: (1) PID control-
lers have simple structure, and (2) physical meanings of the control 
actions are clear. Therefore, some self-tuning PID control schemes [2]  
have been proposed.

In this work, a performance-adaptive controller that has two stages 
of PID parameters tuning mechanisms is proposed. One of the tuners 
is a 1-parameter tuner which calculates only the proportional gain 
using the recursive least squares. The proportional gain depends 
only on a static gain of the controlled object, thus the reliability of an 
identification of the proportional gain is higher than the other gains. 
The other is a PID parameters tuner using ordinary least squares. 
When the 1-parameter tuner cannot maintain a good control perfor-
mance, the PID parameters tuner determines new PID parameters 
to maintain a desired control performance. The effectiveness of the 
proposed method is evaluated by an experimental example.

2.  THE TUNING METHOD OF  
PID PARAMETERS

The PID parameters tuning method is described at this section.  
A velocity-type PID controller in discrete time domain is given as 
follows:
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where kc, Ti, and Td are the proportional gain, the integral time 
and the derivative time, respectively. D denotes the differencing 
operator defined by D := 1–z–1, where z−1 is the shift operator 
which means z–1 y(k) = y(k–1). In addition, u(k) is the input 
signal and y(k) is the output signal. Furthermore, Ts denotes the 
sampling time, and e(k) denotes the output error signal defined 
by e(k) := r(k) – y(k) where r(k) denotes the reference signal. 
Equation (1) can be rewritten as

   D D Du k K e k K y k K y kI P D( ) ( ) ( ) ( )= − − 2 ,  (2) 

where KP, KI, and KD are proportional, integral, and derivative gains, 
respectively. By assuming KI ≠ 0, Equation (3) can be obtained by 
rewriting Equation (2).
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Generalized output F(k) is defined as follows:
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Where coefficients a1, a2, and a3 are defined as follows:
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From (3) to (5), the following relationship can be obtained:

     r k k( ) ( ).= F  (6) 

In the proposed method, it is desired to make the system output 
y(k) track the reference model output yr(k) which is defined by

     y k G z r km m( ) = −( ) ( )1 ,  (7) 
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where d denotes the time-delay of the controlled object, and d is 
assumed to be known. P(z−1) is given as follows:

   P z p z p z( )− − −= + +1
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Where p1 and p2 are determined by following equations:
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s and d denote the rise-time and the damping coefficient, respec-
tively, and µ is adjusted by d. When d = 0, Gm(z–1) indicates the 
Binomial model, and when d  = 1, Gm(z–1) indicates the Butterworth 
model. In practice, the value of d is considered to design between 
0 and 2, and by using bigger d, the response becomes oscillating.

The evaluation function J is defined as follows:

     J j
j
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=
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where N denotes the number of data and e (k) is defined as follows:

   e f( ) : ( ) ( ).( )k y k G z km= − −1  (12) 

By minimizing the evaluation function J, the following relationship 
can be obtained:

    G z k y km( ) ( ) ( )− →1 f .  (13) 

From Equation (4), parameters to be optimized are ai (i = 1, 2, 3). 
When the minimization has been finished, it leads the following 
relationship:

   y k G z km( ) ( )( )→ −1 f ,  (14) 

Therefore, the reference response is realized by using the opti-
mized ai. To apply a PID controller, PID parameters are derived 
from ai as follows:
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3.  DESIGN OF A PERFORMANCE  
DRIVEN PID CONTROLLER

3.1. 1-Parameter Tuning

Both 1-parameter tuning and retuning of all PID parameters are 
realized by using the PID tuning method described at the previous  
section. In the 1-parameter tuning, only overall gain of the PID 
controller kc is tuned. From Equation (15), kc is rewritten as  
follows:

   k
T

a Tc
i

s
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1

.  (16) 

Furthermore, Ti and Td are constant values, and a2 and a3 are also 
constant values. Therefore, 1-parameter tuning can be realized by 
tuning only a1. In this paper, a recursive least squares method [4] 
is applied to minimize e (k). Estimated parameter vector q�( )k  and 
data vector y (k) are defined as follows:

     q� �( ) : ( )k a k= 1 ,  (17) 

    y ( ) : ( )( )k G z u km= −1 D ,  (18) 

where a k�1 ( )  denotes estimated value of a1 at k steps. The recursive 
estimation algorithm with forgetting factor [5] is shown as follows:

   q q e� �( ) ( ) ( ) ( )k k K k k= − +1  (19) 
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3.2. Control Performance Evaluation

When 1-parameter tuning cannot maintain good control perfor-
mance, all PID parameters should be tuned. In this subsection, the 
evaluation criterion of control performance is described. A reference  
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signal is assumed to be the step-type signal. The criterion of con-
trol performance is defined as follows:
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where k0 denotes a recent step when a reference signal is changed. 
eGm

(k) denotes an average of errors between controlled output and 
reference model output. All PID parameters are tuned when eGm

(k) 
satisfies the following condition:

   e bGm
k r k( ) ( )> D 0 ,  (24) 

where a is a user-specified parameter which determines a thresh-
old. |Dr(k0)| is introduced because eGm

(k) have proportional rela-
tionship to the |Dr(k0)|.

3.3. A Method of PID Parameters Tuning

In order to tune all PID parameters, the PID tuning method described 
at Section 2 are used. The optimized parameters are a1, a2, and a3. In 
addition, least squares method is used to minimize e (k). In the ordi-
nary least squares, the data between k0 and k steps are used.

4. AN EXPERIMENTAL RESULT

The usefulness of the proposed self-tuning method is experimentally 
evaluated on a pilot-scale temperature control system. Figure 1 shows 
an appearance of the controlled object, and the schematic figure is 
illustrated in Figure 2. In this experimental system, two heaters are 
secured on a steel plate. These heaters work synchronously, corre-
sponding to the input signal from the computer. One thermo-couple 
is also prepared, and the measured temperature of the steel is sent to 
the computer as the system output signal. The control objective is to 
regulate the temperature of the steel to the desired reference signal by 
manipulating the power of the heater. In this experimental result, the 
sampling time Ts is 1 s and the reference signal is changed alternately 
from 70 (°C) in the temperature and 100 (°C).

To simulate heater deterioration, the relationship between con-
trolled input u(k) and the voltage of the power conditioner v(k) is 
varied as follows:

  

v k u k k

v k
k

u k

k

( ) ( )( )

( )
( )

( )

(

= + ≤

= + − −
⋅
< ≤

1
4

100
200

1
4 3 200

100 600
200 8000

1
1

100
800

)

( ) ( )( )

.

v k u k k= + <















 (25) 

The control result by using the proposed performance-adaptive 
controller is shown as Figure 3, and the trajectories of PID param-
eters corresponding to Figure 3 is shown in Figure 4. In this result, 
the initial PID parameters were determined by using the PID tuning 
method described at Section 2 as follows:

   k T Tc i d( ) . , ( ) . , ( ) .0 0 70 0 28 9 0 4 67= = = .  (26) 

Parameters of the proposed method were set as follows: a = 1,  
b = 0.2, d = 8, w(k) = 0.995, s = 30, and d = 0. From Equation (26), 
initial estimated parameter was determined as q�( ) .0 41 3= .

Figure 3 indicates that the control performance gradually deterio-
rated after 200 steps. Figure 4 shows that only kc was tuned before 

Figure 1 | Appearance of the experimental temperature control system.

Figure 2 | Schematic figure of the experimental temperature control system.

Figure 3 | Experimental control result by using the proposed control method.
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Figure 4 | Trajectories of the PID parameters corresponding to the Figure 3.

863 steps, and all PID parameters are tuned at 863 steps. The pro-
portional gain kc became larger on the 1-parameter tuning period. 
Considering that the system gain became smaller on the period as 
Equation (25), the variation of the kc is correct. In addition, after 
the tuning of the all parameters, the trajectory of the control output 
is likely the same as the reference trajectory.

5. CONCLUSION

In this paper, a performance-adaptive 1-parameter tuning PID 
controller is proposed, and effectiveness of the proposed method 
is evaluated by the pilot-scale temperature control system. The 
proposed performance adaptive controller has two stages of PID 

parameters tuning mechanisms. The features of the proposed 
method are summarized as follows:

 • The proposed method is the 1-parameter tuning method, and 
only kc is tuned.

 • All PID parameters are retuned only when control performance 
deteriorates.

 • Both the 1-parameter tuning and the retuning method of all PID 
parameters are based on the same PID tuning scheme.

From these characteristics, the proposed method can be easily 
understood. However, the effectiveness of the 1-parameter tuning 
in this paper does not be proved analytically. This is a future work.
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