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Abstract — Planning and forecasting in sport is an integral 

element of the sphere and system of physical culture and sport 

functioning, and many related areas of activity. The development 

of information technologies, methods and means of artificial 

intelligence gives wide opportunities for their application in the 

field of sports forecasting. The article describes the features of 

design and application of the system that predicts sports results 

in team and individual sports. 

The functional structure of the system is given, the basic 

principles of its operation are considered. A feature of the 

structure is the introduction of a data clustering module based on 

a neural network of vector quantization of signals. The algorithm 

of this module functioning and the possibility of its expansion for 

detailing the formed forecast is described. The recommendations 

to users on the formation and detailing of the overall sample, 

evaluation of the generated sample effectiveness and analysis of 

the results are defined. The results of experiments on synthetic 

samples and real methods are presented and analyzed. 

Convenient and intuitive interface allows the system to be used 

by specialists of different profiles in the field of physical culture 

and sports, starting with the athletes themselves and ending with 

the heads of sports clubs, organizations and federations. 

Keywords—sports forecasting; software system; neural 

network; training sample; vector quantization; LVQ-network 

I. INTRODUCTION 

Forecasting in sports is used by experts everywhere. The 
outcomes of individual matches and the results of the teams 
'performance throughout the championship, the results of the 
athletes' performance at individual stages of the world Cup 
and the final places of the participants are predicted. At the 
same time, customers of the forecast are often interested not 
only in individual achievements of athletes and numerical 
values of numerous individual indicators of the matches (the 

number of corners, violations of the rules in each half, yellow 
and red cards, etc.), but also more global indicators. For 
example, prospects of spectator interest growth to sports 
discipline taking into account introduction of essential changes 
in rules, the approximate medal plan of the United team at the 
forthcoming championship, growth rates of world records, 
long-term prospects of certain sports and all Olympic 
movement development. Specialists of various sports fields 
use such forecasts to achieve their goals. Bookmakers, 
coaching staffs, sports functionaries, breeders are somehow 
forced to form sports forecasts and analyze them [1, 2, 3]. 

II. LITERATURE REVIEW 

Part of forecasts in sport is made in the format of empirical 
assessment, when an expert in a particular sport determines, 
evaluates and fixes his opinion on the future event. Some 
forecasts are made using ready-made algorithms and formulas, 
for example, using time series, the Wingate equation, various 
methods of regression analysis and other approaches based on 
mathematical statistics. A number of specialists use ready-
made software products based on machine learning 
technologies and applied artificial intelligence to make 
predictions [4, 5, 6, 7, 8]. 

In the latter case, we can distinguish several basic 
approaches and elements of the mathematical apparatus, 
implemented with the help of modern technologies for 
designing software systems [9, 10, 11, 12]: 

- use of time series analysis apparatus, including two main 
methods-extrapolation method and regression analysis method 
[13, 14]; 
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- the use of analytical modeling apparatus used in the 
construction of various models of the predicted object, and 
then transformed into computer models for experiments [15]; 

- the use of machine learning, in particular, various 
clustering methods, involving the correlation of the predicted 
result to a particular class (cluster) of reliable events [16, 17, 
18]; 

- the use of expert assessments that form the basis of the 
knowledge base in the design and implementation of software 
expert systems [5]. 

Software for the implementation of extrapolation methods, 
regression and cluster analysis is very diverse and is most 
often based on specialized mathematical packages. However, 
very few of these applications are adapted for sports 
forecasting. 

In recent years, the apparatus of artificial neural networks 
has been used as one of the tools for implementing regression 
and cluster analysis [16, 17, 19]. In this work the specialized 
program module on the basis of a neural network of vector 
quantization for implementation of sports achievements 
forecasts in individual and team sports, for the purpose of 
various qualification athletes preparation plans improvement 
is considered. 

III. RESEARCH METHODOLOGY  
The scientific staff of the Vyatka State University 

laboratory "Intelligent systems" together with the coaching 
and teaching staff of the physical education Department 
developed a prototype of a software system for predicting 
sports results based on the neural network approach [20]. The 
generalized structure of the system is shown in Fig. 1. The 
system consists of several modules, each of which implements 
a certain model of an artificial neural network. The primary 
processing unit receives the initial data, converts it to the 
required form and transmits it for processing to all (or only the 
user-specified) modules of the next level. The collector 
produced by the modules answers and, depending on inherent 
in it the algorithm either outputs all the obtained results in 
tabular form for analysis by experts, or selects the "best" of 
them according to the chosen criterion, or makes their 
aggregation subject to a comprehensive co-factor for 
"optimal" and set the system settings. The latter option 
requires a complex and time-consuming configuration of the 
hybridization unit and is available at the development and 
testing stage. 

A number of experiments were carried out with the 
implementation of various models of neural networks. The 
modules were used as a regression analysis tool to predict 
numerical individual results of an athlete [20], and as a cluster 
analysis tool to predict the outcomes of sporting events. 

 
Fig. 1. Structure of forecasting software system 

One of the models that successfully implements the 
algorithm of cluster analysis is a neural network of vector 
quantization (LVQ) [20]. Therefore, the system was 
supplemented with a software module containing a two-layer 
LVQ network. The competing layer performs vector 
clustering, and the line layer maps clusters to user-defined 
target classes. In the process of training LVQ-networks, the 
weights of neurons are adjusted taking into account the 
suitability of training examples and clusters to one class. Thus, 
the trained LVQ-network produces clustering of input vectors 
describing a specific applied research problem. 

After the design and software implementation of this 
module, experiments were conducted to predict sports results. 
The prediction was to determine the class that most adequately 
corresponds to the vector coming to the inputs of the network. 
Each class is associated with a specific sporting event (for 
example, class_1 – victory, class_2 – defeat, class_3 – draw, 
etc.). 

IV. RESULTS 
For carrying out valid experiments the training sample 

taking into account features neural network of vector 
quantization functioning was formed. The set of vector 
elements is a set of anthropometric, physiological, technical, 
psychological parameters of an athlete (team). The resulting 
vector element is the number of the class to which the training 
vector belongs. When predicting a particular sporting event, 
the inputs of the neural network receive the vector of the most 
important statistical indicators of the athlete (team) for a 
certain period of training and competitive training. The output 
of the neural network is the value of the resulting element, that 
is, the number of the event class. Several configurations of the 
LVQ neural network with different structure, different number 
of neurons and different number of learning epochs were 
trained during the experiments. The fight between Russian 
boxer Sergei Kovalev (1.0) and Briton Anthony Yard (0.1) for 
the WBO world title was chosen as one of the main predicted 
events. The match ended with the victory of the Russian [21]. 

A prototype of a system for predicting sports results on the 
basis of neural networks, including a module containing LVQ 
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network, was developed in MATLAB and occupies 3.4 MB on 
the hard disk. Recommended system requirements for PC: 
Intel Core i3, 1.7 GHz, RAM from 1 GB, 200 MB of free hard 
disk space, Windows XP/7/8/10. 

Two different algorithms were used to train the network. 
Table I shows the results of training the neural network with 
the use of specialized learning algorithm LVQ2.1. The 
LVQ2.1 algorithm stops after a fixed number of training 
epochs. It is specified by the program. The training time, in 
this case, directly depends on the number of epochs. The 
experiments were carried out at different values of the initial 
learning rate. 

It should be noted that the table shows the results of 
forecasting for the learning rate of 0.001. With the increase in 
the initial rate of education, the accuracy of forecasts 
decreases. Thus, at the initial learning rate of more than 0.5 
significantly increases the root mean square error of learning, 
and, consequently, the accuracy of the forecast falls and the 
network gives erroneous conclusions. 

When conducting experiments with predicting the results 
of this sporting event, in 84% of cases outcome is predicted 
correctly. Having more detailed (insider) information about 
the boxer, the coaching staff can form forecasts, defining a 
specific event, or a number of events, in respect of which it is 
necessary to remove some uncertainty. For example, knowing 
about a minor injury of the opponent, it is possible to predict 
the number and strength of a certain type blows, and to 
prepare the corresponding defense or counterattack.  

TABLE I. THE RESULTS OF THE FORECAST USING THE LEARNING ALGORITHM 
LVQ2.1 

Number of 

neurons 

The number of 

training epochs 

Time of 

learning 

The result 

of the 

forecast 

1 500 22 sec. (0,1)  

7 500 22 sec. (0,1) 

24 500 24 sec. (1,0)  

36 500 29 sec. (1,0) 

77 500 40 sec. (1,0) 

171 500 58 sec. (1,0) 

223 500 1 min. 26 sec. (1,0) 

345 500 1 min. 43 sec. (1,0) 

475 500 2 min. 18 sec. (1,0) 

551 500 2 min. 27 sec. (1,0) 

668 500 3 min. 05 sec. (1,0) 

851 500 3 min. 52 sec. (1,0) 

1390 500 6 min. 12 sec. (1,0) 

2390 500 14 min. 47 sec. (1,0) 

 

To improve the accuracy of the forecast (with a constant 
prediction time) and its detail, it is possible to combine several 

neural networks of vector quantization into a separate 
subsystem. Detailing is necessary if the total forecast (one of 
the total forecasts) may depend on another predicted event in 
this experiment. For example, statistics the number of strikes 
(percentage of strikes hit the target), forecasting of percent 
slopes, predictable physical form (fatigue) opponent in the 
round, the other predicted units (at the discretion of the 
relevant expert on the sport). At the same time, for the final 
neural network, which gives the final forecast, it is necessary 
to prepare a special training sample, based on the obtained 
prognostic results. 

An example of combining modules using artificial neural 
networks of vector quantization into a separate subsystem is 
shown in Fig. 2. 

 
Fig. 2. The results of the forecast using the learning algorithm LVQ2.1 

In this example, LVQ-network #1 is trained on the basis of 
the athlete statistical indicators. As a result of the forecast it 
gives some control unit - event_1.  LVQ-network #2 gives, 
respectively, the forecast for event_2 and LVQ network #3 - 
on event_3. The second and third networks can be trained on 
their own unique data sets, but they can also be trained on the 
same vector, producing different control results as a forecast. 
If it is necessary to obtain a specific numerical parameter for 
the intermediate forecast, a generalized regression neural 
network, a neural network with radio-basis functions or a 
cascade neural network [20] can act instead of one of the LVQ 
networks. From the obtained control units (predicted events), a 
vector is formed, which enters the input of the final LVQ-
network trained earlier. The result of this module is the final 
forecast (event) required by specialists. 

The designed multi-module LVQ network was 
implemented in MATLAB (Fig. 3). 

 
Fig. 3. LVQ network implementation in MATLAB 

In General, when using LVQ-network as a forecasting 
tool, there is a tendency to increase the accuracy of forecasts 
when the structure of the neural network is enlarged. 
However, this usually increases the training time. 
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The developed neural network of vector quantization, 
successfully coped with the task of forecasting and in most 
experiments correctly determined the winner (table 1). The 
statistics used for the training sample were taken from open 
sources on the Internet: sports statistics websites, ratings of 
international professional Boxing federations, etc. Having a 
large number of statistical data, it is possible to enlarge and 
Refine the training sample, and, consequently, there will be 
new hidden dependencies determined by the neural network. It 
can also affect the result. Individual coaching staffs, leading 
specialists, personal trainers, working directly with specific 
athletes, having their own statistics can process it and include 
it in the training sample, while providing a more accurate 
forecast of the expected event. 

V. CONCLUSION 
The use of the presented software system will allow to 

carry out forecasts not only to the trained specialists-analysts, 
for example, applied mathematicians and IT-professionals, but 
also to all workers of various level in the sphere of physical 
culture and sports. Depending on the tasks, the system can be 
configured for short-term, medium-term and long-term 
forecasts. With proper work with sports statistics and 
improvement of the training samples formation, the modules 
of the system can become a serious tool in predicting the 
outcomes of sports events, team results and individual 
achievements of athletes. 

The modular architecture of the system makes it easy to 
add new nodes and components, taking into account the 
rapidly developing scientific industry of applied intelligent 
systems and artificial neural networks [23,24]. Experiments 
with various learning algorithms, algorithms for preprocessing 
the training sample, procedures for determining the most 
important parameters of the training sample will also be 
continued. A number of methodological recommendations for 
working with the system have been developed and are 
constantly being finalized. After analyzing the functioning of 
all modules, the transition from the prototype of the system in 
the MATLAB environment to its implementation in one of the 
high-level languages will be made for more effective use by 
all specialists of the sports sphere. 
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