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ABSTRACT 
K-Means is one of the methods in clustering where the results are strongly influenced by initial centroid

positioning. In general the k-means method in determining the initial centroid is generated randomly.
Determination of the initial random centroid is what often makes k-means trapped in the optimum local

solution that results in poor cluster quality. This research will examine the effect of the particle swarm

optimization algorithm in determining the initial centroid of the k-means method. Based on the results of the

k-means clustering test with the initial centroid of particle swarm optimization can improve the quality of the
cluster, whether tested on data reduction or without reduction, with a percentage change of 43.8% in data

without dimension reduction and 53.4% in dimensionally reduced data.
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Introduction

Clustering is a way of grouping objects with other objects
that  have  similarities  into  one  group.  K-Means  is  an
algorithm of clustering that is often used, but in general in
determining  the  initial  centroid  is  done  randomly.  The
initial  random determination  of  the  centroids  results  in
less  than  optimal  cluster  results,  thus  making  K-Means
often trapped in the local optimum.
This particle swarm optimization algorithm is the choice
in  this  study,  where  the  algorithm  is  an  alternative  in
determining  the  initial  centroid  of  k-means. Particle
swarm optimization (PSO) makes cluster analysis results
better and more stable if the dataset is complex because it
can integrate well with k-centroid values[1].
Therefore  this  study  focuses  to  determine  the  effect  of
initial  centroid  determination  using  a  particle  swarm
optimization algorithm that groups high-dimensional data.

Research methodology

Data

This study uses data in the form of Indonesian language
text  documents,  sourced  from  the  website
garuda.risetdikti.go.id, where the amount of data taken is
100  text  documents.  The  contents  of  the  document  are

inserted into a file with the extension. txt and then stored
in one folder.

Pre-processing

This pre-processing stage is the stage to form input data
by means of case folding, tokenizing, stop words removal,
and stemming. The next stage is the weighting process,
using the TF-IDF technique.

Dimension Reduction

Principal  Component  Analysis  method  for  transforming
the initial data set indicated by a vector sample into a new
vector  sample  collection  with  child  dimensions.  The
purpose  of  this  transformation  is  to  focus  information
about the differences between samples into a number of
small  dimensions.  Based  on  the  covariant  matrix,  PCA
reduces the dimensions of the data by finding orthogonal
linear  combination  values  of  the  original  data  features
with  the  largest  variant.  PCA combines  the  essence  of
attributes by creating alternative smaller sets of variables.

PCA  uses  the  Singular  Value  Decomposition  (SVD)
algorithm to find the orthogonal set which is divided into
two, namely the right eigenvector (V ^ T) for the span of
dimensional space and the left eigenvector (U) for the data



record  space  used  to  find  the  principal  component
score[2].  The workings of PCA transform U ^ T which
maps  the  original  data  X  into  a  new  dimension,  by
reducing  the  dimension  U  ^  T  Y,  which  is  called  the
principal component (PC). 
PCA equation:
X = U TY

….(1)
where,
X = new principal component value

With the following calculation steps:
Calculate the mean value �̅ with the equation,

….(2)
Calculate the standard deviation to find out how scattered
the data values are in the dataset with the equation,

….(3)
Calculate variance to find out how strong the relationships
between  dimensions  are  in  the  dataset  by  taking  into
account the standard deviation results with the equation,

….(4)
Look for data normalization (Y) with the equation,

….(5)
Next  calculate  the  covariance  matrix  by  sorting  values
from large to small with an equation,

….(6)
To  find  the  value  of  left  eigenvector,  you  can  use  the
equation  to  the  covariance  matrix,  so  we  get  the
covariance value in each matrix.
Finally, multiply the matrix value by the normalized value
Y

Initial Centroid Determination Using Particle 
Swarm Optimization

Particle  swarm  optimization  (PSO)  produces  random
particles that meet as a whole to update the position and
speed together. [3]. To start the PSO algorithm, the initial
velocity  (velocity)  and  initial  position  (position)  are
determined randomly. Then the development process is as
follows:
Assume  that  the  size  of  a  group  or  herd  (number  of
particles)  is  N.  The  speed  and  initial  position  of  each
particle in N dimensions is determined randomly.
Calculate the speed of all particles. All particles move to
the optimal point at a speed. Initially all the velocity of the
particle is assumed to be zero, set iteration i = 1.

The fitness value of each particle is estimated according to
the  specified  objective  function.  If  the  fitness  value  of
each particle at the current location is better than Pbest,
then Pbest is set for the current position.
The  particle  fitness  value  is  compared  with  Gbest.  If
Gbest is the best, then Gbest is updated.
The equation shown below is  for  updating  the  velocity
and position of each particle.

��� �+1 =  � ×  ��� � +  �1 ×  ����1 ×  (��� −
��� ) + �2 × ����2 × (��� − ��� ) ….(7)

��� �+1 = ��� � + ��� �+1
….(8)

Where:
Vid = the  individual  velocity  component  to  i  on d
dimensions.
Xid = individual position i on d dimensions 
� = parameter inertia weight 
�1 �2 = acceleration constant (learning rate), the value
is  between  0  to  1  rand1,  rand2  =  random  parameters
between 0 to 1
��d =  Pbest  (local  beast)  individual  i  on  d
dimensions 
�id = Gbest (global best) on d dimensions

Check whether the current solution is converging. If the
position  of  all  particles  goes  to  the  same value,  this  is
called  convergent.  If  it  is  not yet converging,  step 2 is
repeated by updating the iteration i = i + 1, by calculating
the  new  values  of  Pbest,  j  and  Gbest.  This  iteration
process continues  until  all  the  particles  go to  the  same
solution  point.  Usually  it  will  be  determined  by  the
stopping  criteria  (stopping  criteria),  for  example  the
amount of the difference between the current solution and
the previous solution is very small. After calculating the
particle  swarm optimization  algorithm to  determine the
initial  centroid,  in  the results  one initial  centroid  is  the
most optimal of the most stable gbestvalue values, which
will later be used in clustering using K-Means.

Clustering K-Means with Initial Centroid 
Using Particle Swarm Optimization

K-Means is a data sharing method that separates data into
k clusters. Past the stage of the partition process, k-means
clustering minimizes the total distance of each data into
its  cluster  [4].  Following are  the  steps of  the  K-Means
algorithm by determining the initial centroid that has been
obtained  through the  calculation  of  the  Particle  Swarm
Optimization algorithm.
After  obtaining  the  optimum k  value  at  point  2.4.  The
optimum k value will be used as input for the number of
clusters in the K-Means clustering process.
Then  the  centroid  obtained  from  the  particle  swarm
optimization algorithm process will be used as the initial
centroid in the K-Means clustering process.
Calculate the distance of each data to the centroid using
the Euclidean distance formula [5], as in the equation.

Advances in Intelligent Systems Research, volume 172

348



d ( x , y )=√∑
i=1

n

( xi− yi )2

....(10)
Information : 

d xy = level of difference (dissimilarity degree) 
n = number of words

xi = centroid cluster ke-i

yi = data vector

Determine  the  new  centroid  value  by  calculating  the
average value of different data on the same centroid.
Calculate the distance of each data with the new centroid
using the Euclidean distance formula.
If there are changes to the initial centroid data and the new
centroid then return to step 4.
If there is no change in the data located in one centroid, the
algorithm stops.

Test result

In this experiment several series of experiments have been
carried out on each clustering method, the results of these
experiments include K-Means, PCA + K-Means, PSO +
K-Means, PCA + PSO + K-Means. There are as many as

30  experiments  conducted  by  researchers  on  each
clustering method.

Particle swarm optimization parameter testing needs to be
done first, testing the number of iterations is done 5 times
with 5 iterations, 10 iterations, 15 iterations, 20 iterations,
and 25 iterations. Testing the number of particles carried
out 5 times with the number of particles 10, 25, 50, 75 and
100. Testing the value of c1 was carried out 5 times with
the value of c1 1, 2, 3, 4 and 5. Testing the value of c2
was carried out 5 times with the value of c2 is 5,6,7,8 and
9. Then we get each parameter value that has the smallest
DBI  value,  namely  the  number  of  iterations  =  5,  the
number of particles  = 10, the value of c1 = 2, and the
value of c2 = 5.

Optimum k Test Results

Before testing each clustering method, testing is done to
obtain the optimum k value using the values k = 2, k = 3,
k = 4, k = 5, k = 6, k = 7, k = 8, k = 9 and k = 10 which is
done 10 times testing.
The  optimum k  value  is  obtained  from the  DBI  value
which experienced the most significant decrease in the k-
means  clustering  method  whose  centroid  is  randomly
determined.

Table 1. Optimum k Test Results

Test

to-

DBI Value

k=2 k=3 k=4 k=5 k=6 k=7 k=8 k=9 k=10

1 68.262 48.826 30.783 15.628 12.034 8.736 5.381 2.961 3.131

2 68.262 48.826 29.923 15.628 10.506 7.927 4.817 2.961 2.96

3 68.262 48.826 29.923 15.628 10.887 8.736 4.817 3.629 3.131

4 68.262 48.826 30.783 14.269 10.887 7.927 5.381 3.629 3.182

5 68.262 48.826 30.783 14.269 12.034 8.736 4.853 2.934 3.555

6 68.262 48.826 30.783 14.269 12.034 8.736 5.381 2.961 3.891

7 68.262 48.826 29.923 15.628 10.256 7.927 5.381 2.934 2.96

8 68.262 48.826 23.197 15.628 10.506 8.736 4.817 3.629 2.812

9 68.262 48.826 30.783 15.014 12.034 8.736 5.381 2.934 3.182

10 68.262 48.826 30.783 14.269 10.256 7.927 4.817 3.629 2.812

determining the optimum k the researcher uses the elbow
method, where this method is a method for determining
the most optimum number of clusters by looking at  the
greatest change in value in comparison with the number
of other clusters [6]. Here are the results of determining
the optimum k done by researchers:
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Figure 1. Optimal k Determination Curve

Based on the results of testing the optimum k value on the
curve it can be concluded that the most optimum k value

lies at k = 6 with an average DBI value of 10.58570017 so
that the value of k = 6 is the optimum number of clusters
in determining the k cluster value.

K+Means Test Results with PCA+K-Means

K-means clustering testing with random initial centroids
is  performed  using  the  k  value  that  has  been  obtained
from the optimum k value test.  This k-means clustering
test is carried out on high dimensions or data that have not
been  done  with  dimension  reduction  and  dimension
reduction  results  using  the  PCA  (Principal  Component
Analysis) method. The k-means clustering test is done 30
times each. Then from the test  results  obtained internal
DBI  evaluation  values,  computational  time  in  nano
seconds  and  the  number  of  iterations.  From  the  above
table it can be concluded that the average DBI value of K-
Means of 10.1525286577 has decreased when calculating
using  PCA  +  K-Means  to  9,1474471570,  as  well  as  a
smaller  number  of  iterations  to  obtain  DBI  values.
However, computational time has increased.

Table 2. K-Means Clustering Test Results with Random Initial Centroids
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PSO+K-Means Test Results with 
PCA+PSO+K-Means

The k-means clustering test is done 30 times each. Then
from  the  test  results  obtained  internal  DBI  evaluation
values,  computational  time  in  nano  seconds  and  the
number of iterations. The results of the k-means clustering
test  with  initial  centroids  were  obtained  from  particle
swarm optimization calculations.

Table 3. PSO+K-Means Test Results with PCA+PSO+K-Means

From the above table it can be concluded that the average
DBI  value  of  PSO  +  K-Means  of  5.6992705863  has
decreased when calculating using PCA + PSO + K-Means
to  4.2569572394,  as  well  as  with  a  smaller  number  of
iterations  to  get  DBI  values  .  However,  computational
time has increased.

CONCLUSION

The  effect  of  determining  the  initial  centroid  k-means
using particle swarm optimization in addition to the effect

of dimensional reduction on high dimensional data can be
concluded  based  on  the  results  of  tests  that  have  been
carried  out,  namely  the  initial  centroid  determination
using particle swarm optimization can improve the quality
of  cluster  results,  namely  the  percentage  change in  the
value  of  DBI  by  43.8%  if  tested  on  data  without
dimension reduction and 53.4% if tested on data carried
out  dimension  reduction.  The  initial  centroid  k-means
obtained from particle swarm optimization can accelerate
the  process  of  achieving  a  convergent  condition  on  k-
means when compared to k-means with the initial random
centroid, but it has a long overall computation time due to
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an increase in the initial centroid calculation process time
using  particles  swarm  optimization,  whether  tested  on
data  from  dimension  reduction  or  without  dimension
reduction.
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