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Abstract. Different types of images when testing will give different results. Between still images and 

moving images requires speed and accuracy in the computation process. This is due to the 

availability of time in processing which tends to narrow at any time along with environmental 

changes. Retesting of processors that have been built through previous research requires the 

selection of new image data and processes. The selection of the new image refers to a different 

image and has never been used before. Next, for the new process by applying Gaussian filtering 

selection (filters block). The results of the first stage in testing of some images obtained that the „bit space 

adder/sub‟ accuracy value and using filters block for underwater objects image data test was 90.91% 

in the first cycle. However, when compared to the architecture of least significant bit only obtained 

an accuracy of 0.01% so that there is a very significant difference in accuracy, which is equal to 

90.90%. This result will improve if added using a filter block, the accuracy value rises to 95.75%.
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Introduction 

 Giving the correct 'answer' at the right time (timeliness) is one of the key factors in the 

system that is continually being researched to improve the reliability of rapid changes (eg 

changes in underwater objects that are swift flowing). The timeliness or time delay to obtain an 

'answer' from a process affects the results of the calculation process in the timeframe 

available / provided. The timeliness of 'answers' comes out for all systems, depending on the 

change in the environment in which the system works, which varies from a very short span of time 

to a long time. The failure of many systems (or parts of the system) to produce the right 'answer' 

within each available time frame has the potential to pose risks that threaten the success of other 

systems, such as the sustainability of the navigation system, transportation, electricity and security. 

As an approach that has been taken to meet the 'deadline' in a timely calculation system, it is 

classified into software groups and hardware groups, for example, Rate-Monotonic Scheduling 

algorithm [1], on Non-preemptive [2], EDF [3], IRIS [4], Imprecise computation [5], MSB-

First Interval-Bounded Variable-Precision Arithmetic Unit in Real-Time [6] and Priority-

based computation: Results of studies on shifting paradigm changes in real time calculations [7]. 

There have been many approaches to show that software and hardware solutions have not been 

maximally addressed in a timely system. Although several new scheduling techniques have 

been found. In addition, publications that have not yet been implemented have not yet been 

collected and there are still several fields of research that do not support each other to realize this. 

Purpose Increase the 'clock' on the processor aims to do calculations quickly by minimizing the 
average value of the time span for 'job/task' in a process [8]. This deviates from the main goal of the 
real-time system, which is trying to fulfill the timeframe of each task. However, the most important 
thing of all real-time systems is predictability, not just speed which has a very relative 'meaning'. 
Predictability is defined as functional certainty and temporal behavior for each task, which must be 
as detailed as possible so that it is sufficient to meet the system specifications. Every fast 
calculation will be very helpful in fulfilling a short span of time, but even a quick calculation 
prediction cannot guarantee a real-time system. The real-time system can only work  correctly  if no
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time failure occurs. However, time failures can occur in various time frames, when the system is
overloaded (due to changes in environmental conditions) so the system must rearrange the order of
tasks that must be performed to respond to these changes.

The level of accuracy is determined by the limited time available to reach the system in real-time
or on time [9]. Therefore, the range of the calculation results must be able to provide 'answers' in
the decision- making process. However, the fact is that the determination of the accuracy of
arithmetic calculations generally cannot be done before the calculation is completed. so the
calculation process can be vulnerable to failure if there is not enough time available.
In addition, the selection of performance factors such as time, accuracy and precision is needed to
set the system to meet the goals of actual timeliness. Until now, there is no mechanism that can play
the role of the voter represented by the hardware or software assigned to choose it. Each selection
will consider several parameters, such as time, accuracy and precision so that the real-time system
reaches its target [10].

The main assertion, the selection of performance factors such as time, accuracy and precision is
very necessary in the system settings to meet the goals of actual timeliness. The initial idea was that
a mechanism that could play the role of the voter was represented by the hardware assigned to
select it via a 'bit space' selector. However, in this paper, we suggest a selection of filters block
[11][12][13][14], following on from the 'bit space' selector for processing images of objects/victims
under moving water. Each selection has taken several parameters into account, such as time,
accuracy and precision so that the real-time system reaches its target [10].

Many factors determine the pattern of objects under the sea. rivers, lakes, ponds, such as streams
of water, mud and sand. All of these factors have not been considered in this study so that the
pattern of images of objects under the lake/pond taken at this time only refers to the condition of the
depth and speed of the 'prototype boat'. The object/victim image will be filtered on the filter design
that has been proposed in previous studies so that the optimization of the bit space processor
variable continues to be tested [15]. The initial hypothesis can logically be estimated that
optimization increases because before filtering the optimization rate ranges from 90.91%. This
figure is obtained from the bit space processor whose image input is entered without going through
the filtering process. The filtering process requires a minimum system to reduce the error rate of
underwater object images described in section 2.

Underwater Objects Image Filtering Process

Figure 1. Gaussian filter selected algorithm and it Filters block system
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The initial stage, image modification is done through a scaling process. Scaling is done so that
the image can be represented in a more complete form so that it requires less memory and
computational time.
in addition, the scaled image must be of good quality. The scaling process can be done through the
use of an interpolation method that uses the average value of the drawing area to represent that area.
The images obtained in digital form are arrays containing real and complex values ​ ​ represented
by certain rows of bits. Furthermore, the image has a matrix consisting of rows (N) and columns
(M). At coordinates (x, y) the values ​ ​ contained in coordinates are f (x, y), which is the amount
of intensity or color found in pixels in the area. If the x, y, and amplitude f values ​ ​ are limited
and have a discrete value, then it can be said that the image is a digital image. Digital images are
written in matrix form, which is shown in equation 1.

…(1)

Furthermore, a gray image is obtained, with each pixel having a layer whose intensity value is in
the 0-255 interval. Through this intensity, the pixel values in the gray image can be represented in
the matrix to facilitate the calculation process in subsequent operations. The gray image intensity
value is calculated from the intensity of the Red Green Blue (RGB) image using equation 2.

Grayscale = ((Red * 0,299) + (Green * 0,587) + (Blue * 0,114)) ...(2)

The next process, the convolution stage, namely the sum of the multiplication operations with
the operation notation (*), which multiplies the image with a mask or kernel. The convolution for 2
functions f (x) and g (x) are defined as follows:

h(x) = f(x)*g(x) = ∑ f(a)g(x-a)
…(3)

…(4)
where:
f(x,y): original image; h(x,y): linier-position invariant operator; g(x,y) : result image convolution; x,
y, u and v : position of points in the image.

The final process of the contents of the filters block is the selection of Gaussian filters that are
used to blur the image or eliminate noise [11]. This filtering process is to perfect the image which
looks a bit more blurry for use in the next process. It also aims to produce the right edge of the
image. If this process is not used, fine line detection will also be detected as edges. The Gaussian
filter used is a 2-dimensional filter which is described through the following equation:

…(5)

where G(x,y) Gauss matrix elements in position (x,y), � = 22/7, e = 2.71828182846, σ is the
standard deviation value =1 [13].

Underwater Image Processing by Gaussian Filter Selector
The bit space variable embedded in the processor design is compiled based on the data bit width

synchronized with the data input width in figure 2 [12]. The initial step before being processed into
a bit space adder, the underwater object image will be processed first by selecting the optimal filter
option [16] to get the lowest noise level image. This paper proposes a model for selecting
underwater object images and is a step further from previous research [10]. The filter block is built
with several 3x3, 5x5 to 9x9 matrix filter options arranged in parallel so that you can process
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images at the same time. For the initial stage of testing these filters block, each filter is connected to
different input and output lines to produce images of underwater objects with lower noise levels
than before. The resulting image will be processed further into variable bit space components that
are designed to achieve a high degree of accuracy despite the fact that the computational process is
not always finished due to environmental factors.

The Accuracy obtained from the new variable bit space adder device uses equation 6;
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where; Aj(t)ars-range: accuracy j at a certain time (ns); f(x)upper : upper limit computing value; f(x)lower:
lower limit computing value [15].

Figure 2. New variable bitspace adder with filters selection

RESULTS AND DISCUSSION
Tabel 1.The results of processing underwater objects data using a 5x5, 7x7 and 9x9 filters block

Time (WIB) Underwater
objects

Underwater objects image on matrix
5 x 5 7 x 7 9 x 9

00.00

Processing time 00:00:09.3277430 00:00:10.5571198 00:00:12.1041920

03.00

Processing time 00:00:08.2378418 00:00:10.1561178 00:00:13.2051700
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06.00

Processing time 00:00:09.8888625 00:00:12.9453205 00:00:14.2538669

09.00

Processing time 00:00:08.2254926 00:00:10.2573505 00:00:12.6058814

12.00

Processing time 00:00:08.2528098 00:00:10.1889900 00:00:12.4187543

15.00

Processing time 00:00:08.7291704 00:00:11.9187543 00:00:16.0058695

18.00

Processing time 00:00:08.9927239 00:00:09.7708184 00:00:12.1113061

21.00

Processing time 00:00:10.6160280 00:00:12.0431847 00:00:12.1113061

Tabel 2.The results of time consumption data using a 5x5, 7x7 and 9x9 filters block
Processing

time
matrix 5x5
(millisecond)

matrix 7x7
(millisecond)

matrix 9x9
(millisecond)

0:00 9.3277430 10.5571198 12.1041920
3:00 8.2378418 10.1561178 13.2051700

6:00 9.8888625 12.9453205 14.2538669

09:00 8.225454926 10.2573505 12.6058814

12:00 8.2524926 10.1889900 12.4187543

15:00 8.7291704 11.9187543 16.0058695

18:00 8.9927239 9.7708184 12.1113061

21:00 10.6160280 12.0431847 12.1113061

Referring to the filters block test results table that the 5x5 matrix filtering process speed shows
the processing time is faster than the 7x7 and 9x9 matrices, which is an average of 2.034126823
millisecond, this is because the convolution process is smaller, but for accuracy with low noise, the
7x7 matrix and 9x9 higher.
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Underwater object image results from the filters block will be processed last in the 'bit space
adder', to determine the accuracy of time-limited real-time calculations. Accuracy is generated
through a regression process for the average accuracy obtained from the computational time

function.
Figure 3. Accuracy over a period of time

Referring to Table 3, Using a 5x5 filter has resulted in high accuracy in the first step of the bit space
adder with a consumption of processing time of only 9.034 ns. this shows that the limited
processing time for images or objects that are always moving and under the surface of the water
will be recognized with a minimum time as in the first step of the bit space adder above. the
accuracy will be maximum in step 5 with the required computing time of 2,381 ns.

SUMMARY
Placement of the filters block the adder variable bit space adder architecture creates optimal time and

guarantees the accuracy of predictability about 85%.

FUTURE WORK

The time for taking underwater object images should be taken from dynamic underwater flow.
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