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Abstract—Student graduation data is a data that is 

important to the College, especially for the Faculty as well as 

the courses in question. Acquisition of knowledge in a database 

(a number of large data) commonly referred to as data mining. 

This research aims to analyze the student’s graduation 

predictions that can be done on a fourth semester using 

Multilayer Perceptron (MLP) classifier which available in 

WEKA software implementations. Then do the testing and 

performance comparisons of MLP against Naïve Bayes 

classification, IBk and Tree J48. Cross Validation and 

Percentage Split are used as the testing procedure in this 

research. The parameters in the process of testing using 

correctly classified instances and Root Mean Squared Error 

(RMSE). On the mode of Cross Validation, MLP has better 

performance compared to all contender methods with accuracy 

of J48 81.82% and the value of the smallest RSME i.e. 0.273. 

On a Percentage Split MLP mode has the same accuracy value 

with Naïve Bayes i.e. 92.31%, and the value of the RMSE on 

the MLP of 0.182. 

Keywords: Multilayer Perceptron (MLP), data mining, 

correctly classified instances, Root Mean Squared Error (RMSE) 

I. INTRODUCTION  

World Education is currently cannot be separated from 
technology advancement [1]. Department of information 
systems of Universitas Mercu Buana Yogyakarta store data 
in computerized form. It contains data about students, 
lecturers, staffs, and financial stuffs. Meanwhile, this huge 
amount of data is actually can be used as a source of strategic 
information for the department to perform classification of 
the study period of the student graduates using data mining 
techniques. Aside from providing information that is 
strategic for the Faculty and course of study, it can also 
enhance the efforts to encourage and expedite their 
graduation. So, in addition to can be beneficial to the 
students themselves, it can also increase the value of 
accreditation for the department [2]. Student graduation data 
is one of the elements that are present in High College 
accreditation standard BAN-PT [3]. The number of students 
graduating on time can be improved by improving the 
quality of learning and academic services to students. In 
addition, if a student can study completion time predicted 
then the handling of students would be more effective. One 
of the prediction techniques that can be used is with the 
technique of data mining or data mining. Data mining based 
on data in a college education can improve the quality of 
student learning in College [4]. Therefore, colleges need to 

detect the behavior of students who have a status of active in 
order to be known the cause of the failure of the student who 
does not comply with the study period. Some of the causes of 
student failure include low academic ability, financial factor, 
domicile when sitting for study, and other factors [5]. There 
are some researcher suggesting the application of 
backpropagation algorithm to predict, such as in research 
conducted by Rudy. Backpropagation algorithm with initial 
setting of 12 parameters input, 9 hidden node (neuron) and 3 
output used to predict student graduation requirements in 
STMIK Indonesia Banjarmasin and produce accuracy of 
92.49% [6]. Other data mining techniques also used by Sri 
Redjeki, using the Backpropagation algorithm and K-Nearest 
Neighbor (KNN) to identify a disease with 82 patients and 
divided into 72 training data and the remaining 10 data as 
testing data. The algorithm performance results show that 
KNN has accuracy better than backpropagation with the 
accuracy of 100% [7]. 

Research using Multilayer Perceptron (MLP) for the 
prediction of new Admissions done and produce accuracy 
rate of 89,59% [8]. Method of Multilayer Perceptron (MLP) 
Neural Network and Logistic Regression to predict the 
behavior of the population implemented in a junior high 
school in Saudi Arabia. The results of the research have 
MLP better performance than in the case of Logistics 
Regression prediction [9]. Research by using the classifier 
method or the same with MLP is done to determine the 
nutritional status of the toddler and the required food menu 
recommendations. The sample data used as many as 166, 
retrieved the value of the precision of 82.609% [10]. Other 
research to analyze performance comparison against 2 or 
more classifier done on the case of predictions. Comparative 
analysis of Multilayer Perceptron (MLP) and Autoregressive 
Integrated Moving Average (ARIMA) using performance 
measurement parameters evaluation of Root Mean Squared 
Error (RMSE) and coefficient of determination (R2). 
Performance results show that MLP has a lower prediction 
error of on Autoregressive Integrated Moving Average 
(ARIMA) [11]. Another case study for prediction of death 
from a heart attack is done using some of the techniques of 
classification such as the Multilayer Perceptron (MLP), K-
Nearest Neighbor (KNN) the Support Vector Machine 
(SVM), and the Mixture of Expert (ME). The combination of 
these four classifiers done by experts and produce 
performance superior specificity and sensitivity, i.e. the 
accuracy value of 84.24%, 85.71% and 82.85% [12]. 
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Student’s graduation best prediction analysis is 
performed using data mining classification MLP, and 
compare the performance of MLP with the other classifier 
such as Naïve Bayes, KNN, and Decision Tree C 4.5. By 
analyzing the performance of each party, the classifier are 
expected to lower the number of students who drop out in on 
the course of information systems Universitas Mercu Buana 
Yogyakarta and aims to improve academic quality. The 
author uses the classification method of Multilayer 
Perceptron MLP method (MLP). It is a simple method of 
statistical probability yet produces accurate results.

II. MATERIAL AND METHOD

A. Material 

Data collection is done directly by requesting data on 
graduates to the academic part. The dataset used is a data 
information system study Program graduates during the 
2014-2018. A dataset has been collected and has gone 
through the stages of data preprocessing totaled 66 record 
data. The dataset will be used in the process of training and 
testing in the classification process. The number of graduates 
is still quite a bit because of the information system 
department is still a new course at UMBY. The input 
variables used consisted of parent’s income, 1st Semester’s 
performance index, 2nd semester performance index, 3rd 
semester’s performance index, school majors, type of student 
and age at the fourth semester. While the output or target 
variable is the study period. Prediction of graduates can be 
done on a fourth semester student.

A classification or grouping variable or attribute values 
that are used can be seen in table 1 below. While the display 
visualizes the inputs and outputs attributes of 8 attributes can 
be seen in figure 1 below.

Table 1. The Classification Variable Value

Attribute Classification

Parent’s income < 1.5 million

> = 1.5 – 2 million

> = 2 – 2.5 million

> = 2.5 – 3 million

> = 3 million

Grade Point (GP) >=2.5–3

>=3–3.5

>=3.5

Department IPA

IPS

Student Type New

Transfer

Age 19 year old

20 years old

21 years old

22 years old

Study period < 4 Years

> = 4 – 4.5 years

> = 4.5 – 5 years

> = 5 years

Figure 1. Visualization Display Attribute Input and 
Output on the WEKA

B. Method

Figure 2. Research Flow

1. The preparation of the Data.

Raw data retrieved in a format .xls or .xlsx (Microsoft 
Excel). The data is stored in the format. CSV (Comma 
Separated Value), then converted to data with the format 
extensions .ARFF. Data that can be used by the WEKA is a 
data format .ARFF (Attribute Relation File Format) and have 
gone through preprocessing stage.

2. Classification of Data

A classification or grouping of the value of each attribute 
or variable can be done based on an existing value.

3. Training and testing

The process of training and testing on the WEKA is done 
via module Classify using classifier Multilayer Perceptron 
(MLP), Naïve Bayes, IBk (K-NN) and Tree J48 
(implementation of Decision Tree C 4.5). The testing method 
used is the percentage split and cross validation [13]. For 
percentage split is determined in advance that is 80%, that is 
to say the amount of training data that are used as much as 
80% of the entire dataset i.e. 53 record and the remaining 
20% as the training data that is as much as 13 record. Cross 
validation Testing mode uses 10-fold meaning data training 
and test data is shared as much as 10 section 10 of the data or 
a subset of the same size. The process of training and testing 
will be done by as much as 10 times repeatedly.
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4. The analysis of the test results

Measurement of performance evaluation of each 
classifier using the parameters Correctly Classified Instances 
and RMSE (Root Mean Squared Error). Correctly Classified 
data is the number of instances that are predicted correctly or 
referred also to the value of accuracy, while for the data 
predicted incorrectly included into Incorrectly classified 
instances. Evaluation with the Root Mean Squared Error 
(RMSE) was conducted to find out how big the error 
resulting from the classifier used.

5. Comparison of classification performance

The performance results of each classification are MLP, 
Naïve Bayes, KNN and Decision Tree C 4.5 then compared 
to using parameter Correctly Classified Instances and RMSE.

III. RESULTS AND DISCUSSION

The process of training and testing on this research use 
the dataset as much as 66 record. The set of data has gone 
through stages so that there is no longer a preprocessing of 
data that the attribute value is empty or is missing and data is 
ready to be processed. Sample data ready to be used in the 
process of training and testing of  WEKA can be seen in 
table 2 below.

Table 2. Sample Training Data & Testing

The initial dataset is saved in the Microsoft Excel format 
is .xls or .xlsx. Later datasets are stored in format CSV 
(*.csv), after that data is converted into the format of ARFF 
(*. arff). Data that can be used or recognized by WEKA is a 
data format extension “.arff”. The process of training and 
testing the classifier using Multilayer Perceptron (MLP) on 
the WEKA. Multilayer Perceptron is one of the methods in 
the Neural Network. The results of the prediction accuracy of 
graduation a student or correctly classified instances with 

MLP uses a test mode 10-fold cross validation of 81.8182%. 
66 record from data use, data record 54 predicted correctly or 
produce output in accordance with the actual data and the 
predicted 12 record is not correct or does not match the 
actual data. This shows that the performance of MLP very 
well, evidenced by the percentage of accuracy above 80%.

In addition to using classifier MLP, the author uses other 
classifier to test whether the MLP have better performance or 
not. Other classifiers used i.e. Naïve Bayes, IBk (K-Nearest 
Neighbor) and J48 which is implementation of Decision Tree 
C 4.5. Evaluation of measurement results of testing each 
classifier uses the parameters of the accuracy (Correctly 
Classified Instance) and RMSE. RMSE value shown through 
data error after iteration of the data. RMSE values retrieved 
from the error test results test data compared to target or 
output [14]. Implementation process of testing on WEKA 
can be seen in figure 3 below. While the comparison of test 
results based on parameter accuracy (correctly classified 
instance) can be seen in table 3 and use the RMSE parameter 
can be seen in table 4.

Figure 3. The test results with the MLP method of Cross 
Validation

Table 3. Comparisons of the Result Test Correctly Classified  
Instances.

Based on the test results, the overall classifier MLP has 
better performance compared with other Naïve Bayes 
classifier i.e., IBk and J48. Whereas the classifier with the 
less good performance in General is owned by J48 (Decision 
Tree). Figure 4 and 5 below shows the graph of the results of 
training and performance comparison testing using correctly 
classified and instance of the RSME.

Parents
Income

GP1 GP2 GP3 Department
Student

type
Age Study period

>=1.5-2           >=2.5 - 3   >=3 - 3.5 >=2.5 - 3 IPA transfer 19 >=4.5-<5

<1.5 >=3 - 3.5 >=2.5 - 3 >=2.5 - 3 IPA fresh 21 <4

>=2.5-3 >=3.5 >=3 - 3.5 >=3 - 3.5 IPA fresh 19 >=4-<4.5

>=1.5-2    >=3 - 3.5   >=3 - 3.5 >=3 - 3.5 IPA fresh 19 >=4.5-<5

>=2.5-3    >=3 - 3.5 >=3 - 3.5 >=3 - 3.5 IPA transfer 20 >=5

>=3 >=3.5 >=3 - 3.5 >=3 - 3.5 IPS transfer 20 >=4.5-<5

<1.5 >=3 - 3.5 >=2.5 - 3 >=3 - 3.5 IPS fresh 19 <4

>=2.5-3    >=3 - 3.5 >=3.5 >=3 - 3.5 IPA fresh 19 >=4-<4.5

>=3 >=3 - 3.5 >=3 - 3.5 >=3 - 3.5 IPA transfer 20 >=4.5-<5

>=2.5-3    >=3 - 3.5 >=3 - 3.5 >=3 - 3.5 IPA transfer 21 >=5

>=3 >=3 - 3.5 >=3 - 3.5 >=3 - 3.5 IPA fresh 19 <4

>=3 >=3.5 >=3.5 >=3.5 IPA fresh 19 >=4-<4.5

>=3 >=3 - 3.5 >=3 - 3.5 >=3 - 3.5 IPA fresh 20 >=4.5-<5

<1.5 >=2.5 - 3 >=2.5 - 3 <2.5 IPS fresh 20 <4

<1.5 >=3 - 3.5 >=3 - 3.5 >=3 - 3.5 IPS fresh 19 <4

Classifier

Cross Percentage

Validation (%) Split (%)

MLP 81.82 92.31

Naïve Bayes 75.76 92.31

Lazy.IBk 77.27 86.62

Trees.J48 75.76 84.62
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Table 4. Comparison Of The Results Of The Test Correctly 
Classified Instances

Figure 4. Comparisons Chart Correctly Classified 
Instance

Figure 5. RMSE Comparison Chart

On mode testing with cross validation, i.e. 10-fold cross 
validation, MLP has accuracy classifier than most other 
classifier 81.82%. To the average value of error RMSE value 
MLP small compared to most other classifier. The smaller 
RMSE means that the methods do better. While in test mode 
percentage split, MLP and Naïve Bayes has most improved 
accuracy compared to IBk and J48 with equal accuracy value 
of 92.31%, then followed by the classifier IBk and last J48. 
RMSE value for MLP has a value other than the most minor 

of 0182.

In the table 4, there is a column of Study period which is 
the target of the data to be analyzed or actual data, and the 
column Study period is the predicted output or result 
predictions on the test process. If the prediction is equal to 
actual data (target) then the data calculated in the parameters 
correctly classified instances. For data with the results of the 
prediction does not correspond to real or actual data is 
marked in yellow on the record.

Table 4. The Test Result on the WEKA

Income GP department age
'predicted 

study
period’

Study 
period

>2.5-3 '>=3 - 3.5' IPA 19 <4

>=3 '>=3 - 3.5' IPA 20 <4

>=3 >=3.5 IPA 19 >=4-<4.5

>=3 '>=3 - 3.5' TKJ 21 >=5 >=4.5-<5

>=2.5-3 '>=3 - 3.5' IPA 20 <4

>=3 '>=3 - 3.5' IPA 20 <4

>=2.5-3 '>=3 - 3.5' IPS 19 >=4-<4.5 <4

>=3 '>=3 - 3.5' TKJ 20 >=4-<4.5

>=3 '>=3 - 3.5' IPA 19 >=4-<4.5

>=2.5-3 '>=3 - 3.5' IPA 20 >=5

>=3 '>=3 - 3.5' IPA 20 >=5 >=4.5-<5

IV. CONCLUSION

The graduation of students can be seen upon graduating 
on time or not. The students are said to pass on time or are 
still in the reasonable limits if the period of study is less than 
4.5 years. If the study period had already passed the limit is 
then said to be passed not on time. Student graduation 
prediction can be done on a fourth semester with variable 
input and output among other parents income, Grade Point 
(GP) 1-3, department, student types, age and study period. 
The value of each variable or attribute is grouped first. Data 
for training and testing that is used on the WEKA software 
derived from data information system study Program 
graduates during the year of graduation 2014 until 2018 
totaling 66 record data. The number of graduates belongs a 
little because this course is a study of a new stand at the 
University of Mercu Buana Yogyakarta. The data are ready 
to be used on the WEKA is a data format extension. ARFF. 
Based on actual data on students who have study period 
more than 4.5 years less than half the overall total graduates 
i.e. amounted to 13 people. Of the 13 people mostly from 
student transfer as many as 10 people and three new students.

Prediction analysis of graduation at WEKA using fad 
testing 10-fold cross validation and the percentage split of 
80%. Performance measurement evaluation using parameter 
RMSE (Root Mean Squared Error) and correctly classified 
instances or accuracy. Based on the test results, in General 
classifier Multilayer Perceptron (MLP) has the most 
improved performance compared with other classifier third 
(IBk, Naïve Bayes, J48). This is shown on the test cross 
validation mode, that the value of accuracy highest IE MLP 
81.82% RMSE values and very small i.e. 0.273. Being on a 
percentage split mode, accuracy of MLP 92.31% and the 
value of the RMSE 0.182.
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