Neural Network Application of Risk Identification on Innovative Enterprises in Yunnan Province
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Abstract—Innovation enterprise is an important component in the economic system of China, making indelible contribution for the flourishing and prosperity of economy of China. After a long-term development and improvement in many developed countries, the company major risk identification system has formulated a complete system gradually. The establishment method of risk identification system has been gradually transferred to mainly depending on capital market theory and computer information processing quantitative statistics from subjective scoring method and statistical discrimination method.

The paper starts from the establishment of risk identification system for innovation enterprise, compares the risk identification methods to the innovation enterprise. The data sample is obtained through financial statement of the enterprise, questionnaire investigation and experts' scoring method. Based on the prediction model of three-tier BP neural network, the risk identification indicators are learned and trained in order to get the importance of all variables and improve and optimize current risk identification evaluation system to the innovation enterprise at last.
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I. INTRODUCTION

First of all, innovative enterprises are the source of the country's economic power. The study is the study of the economy which has a benchmarking effect on the economy of Yunnan Province. At the same time, innovative enterprises want to realize Now the sustainability of innovation ability, its risk identification ability will be an important link. And the neural network method It has a wide range of research space and application significance to identify and predict the major risks of enterprises. The perfection of its model and The final analysis of feedback results will provide favorable conditions for enterprises to identify major risks in the future.

In the risk identification of innovative enterprises, neural networks are used for self-organization, self-adaptation and self-learning.

Parameter characteristics, in the enterprise risk identification, based on the input of traditional financial indicators, will be enhance the risk prediction ability of innovative enterprises, and provide an important basis for their next development research.

II. LITERATURE REVIEW

BP neural network analysis method simulates the neurobiological connection method of brain and carries out data processing. The method is a structural algorithm mode connected mutually by many knots, transferring data to the hidden layer through input layer and then from hidden layer to the output layer. Each knot represents the specific output function, which is called stimulant function and the connection between afterwards knots represents weight.

Liang (2000) points out, McCulloch, a psychologist and Wpitts, a mathematical scientist (1943) set up the neural network mathematical mode, which is called MP model. MP model re-simplifies and re-build the nerve cell of biology according to the mathematical rule and logic, which verifies that the single nerve cell also has the function to implement logic. This is the earliest neural network analysis mode. Minsky (1969) points out the perception is not able to solve the high-order predicate problem in his research published in the early stage, making the research on neural network enter low ebb. Hopfield network model is named after the physicist of California Institute of Technology, USA. His principle is to introduce the concept of “calculation energy”, initiating the neural network to connect previous history and simplify the calculation method. BP neural network analysis method needs to set the input variable and target output variable at first. The input data will go through the processing value on the first layer and output value on the second layer, which is forward-propagating through network. If the output value is not consistent with the expected output, the difference between the two factors and different gradients of error function will be calculated. The network connection weight value and threshold value will be adjusted through error correction weight algorithm until the network output error is smaller than the preset target error value. This stage is the error back propagation stage. The network learning process is over here and the network will be inspected and used after this.
As a powerful tool to research the complicated financial risk problem, BP neural network analysis method is regarded as an excellent artificial intelligence technology. BP neural network analysis method is an effective tool has been used to evaluate the credit quality since 1990s. In the late of 1970s, the rapid development of computer makes the research on the neural network prosperous. Tam and Kiang (1992) set up BP model of three layers to predict the bankruptcy of the bank. Wilson and Sharda (1992) predict the management failure and enterprise operation failure by referring to the application of neural network. Coats and Fant (1993) make use of BP neural network method to analyze the enterprises in USA and the solvency capacities and profitability capacities of these enterprises in the commercial banks and reach some achievements at last. Altman, Marco and Varetto (1994) make use of BP neural network method to research the financial crisis pre-warning of other foreign companies. West (2000) sets up sample for the enterprises loaning from the commercial bank and divide them into different groups. The first group is named as “good enterprise” that is predicted to be able to or might complete the debt repayment according to previous conditions. The other group is the enterprise with the opposite condition that is not able to or might not complete the debt repayment, which is name as “bad enterprise”. According to the sampling classification, five different BP neural network analysis models are established.

The research method on the BP neural network model analysis method starts relatively late in China. At present, the credit pre-warning in the bank and enterprise is still to be completed. Guo and Li (1995) used to make use of model similar wit the neural network model to predict, analyze and research the possibility of the enterprise to repay the loan to the bank. The research method adopted by Xie (1996) is similar to the neural network method in order to predict the risks. In addition, the research hopes to find out a universally applicable method to help the bank to analyze the financial indicator and carry out credit quality rating through the research conclusion. Wang (1999) makes use of BP neural network analysis technology to evaluate the credit risk of the commercial bank, summarize the advantages and disadvantages of BP neural network analysis method extending to credit evaluation, believing the method to have an extensive development prospect. Yang and Ji (2001) make use of neural network model analysis method of three layers to research the credit quality risk in the financial organizations of China. Pang et al (2003) make use of BP neural network analysis method to divide the enterprise granted credit by some commercial bank in China into three sampling modes, which adds the sample with inter-medium condition between “good enterprise” and “bad enterprise” on the basis of previous two kinds. Such classification improves the original accuracy to 83.34%. Yu proposes feed-forward neural network analysis method based on LM algorithm and the selection of such activation function and configuration order is more conducive to stabilize and improve the prediction function of the model. Yang and In 2002, sampling investigation analysis was carried out to 120 companies. An evaluation mode to these 120 companies was built up based on the operability of current credit quality rating indicator system because of different loan statues with different models. In addition, the credit scoring critical value of loan decision-making for the bank was calculated. However, this model is based in the premise of the enterprises granted with credit being independent while the influence among all variables is independent mutually, without considering the correlation of all loans. The model belongs to single measurement scope with possible loan repayment crisis. Wang (2005) applies ant colony algorithm into the credit quality evaluation system in the bank for the first time and obtains some achievements. Li and Zhou (2005) propose new model for credit quality research based on BP neural network according to the defects existing in the BP neural network credit quality research based on GA-BP fuzzy neural network. At last, the sampling data is trained and tested by Matlab software and the simulation result shows the prediction error of the built evaluation model is very tiny. Hao (2001) proposes new credit risk evaluation indicator system for the SME from the perspective of supply chain financing. The system combines with the core financial risk of the company as well as conditions of upstream and downstream companies.

BP neural network algorithm is composed by two propagation processes of forward transmission of data and backward transmission leading to errors in the learning process. BP neural network model analysis method has been widely applied in various fields due to its advantages, such as information field, automation filed and medical field and so on. BP neural network analysis has an effective research to the risk identification because of transmission and feedback feature of neural network. Therefore, neural network method is applied greatly in the enterprise risk and credit quality evaluation aspects of the enterprise. According to the features of BP neural network model analysis method, the practicability and applicability in risk identification and asset evaluation field is summarized and concluded.

III. METHODOLOGY

BP network analysis method is a typical model of artificial neural network and it is a multiple-layer feed-forward network based on back-propagation (short for BP network). This method has the feature that it is able to approach any continuous function from any accuracy, so usually applied in the prediction model. The principle of BP neural network is to determine the number of input layers by the number of factors influencing the variable. The data sample will be classified into learning & training sample and prediction inspection sample. The data of training sample will be input each knots in order to complete the transferring between input and output through learning process and training process so that the network system completed training will be obtained. At the time, it enters the prediction inspection stage, the data of the sample can be input correspondingly and obtain the predicted value of the sample to be compared with the true value. The error will be determined and then the problem will be solved. In the network training stage, the network weight training will be carried out according to the given training model in the order of forward propagation – back-propagation – memory training– learning convergence. In the network prediction stage, the output vector corresponding with the input vector will be obtained in the forward propagation method of the mode according to the trained network weight and given input vector.
The neural network provides a scientific, improved and simpler method to solve the financial problem. The neural network can be divided into input layer, hidden layer and output layer in the structure. The knot in the input layer is corresponding with the prediction variable while the knot in the output layer is corresponding with the target variable. The transmission functions of BP neural network analysis method include purelin function (linear function), tansig function and logsig function and so on. The accurate transmission functions will be chosen for the knots in the input layer, hidden layer and output layer according to the changes of input financial indicators. The establishment process of the neural network analysis model is a very complicated systematic process and the main crucial steps include follows.

BP neural network includes one input layer, one or several hidden layers and one output layer. Each nerve cell in the hidden layer and output layer is corresponding with an activation function and a threshold value while the nerve cell in each layer is mutually connected with the nerve cell in the adjacent layer through weight. If the threshold value of the nerve cell in the input layer is 0, the input is equal with the output. Generally speaking, the border judgment can be obtained at random in the networks with two hidden layers in order to realize classification. However, the network with two hidden layers is not better than the network with one hidden layer for the small-scaled network. Above all, the research will adopt BP network structure with three layers.

There is no complete theory about the layer number of BP network and knot number of the hidden layer. The network knot number is determined according to the experience and experiment to a large extent. In 1987, the research by Hecht-Nielsen suggested to set the knot number in the hidden layer in the neural network with single hidden layer as 2N+1 and N refers to the knot number of the input layer.

According to the normal requirement of nerve cell network, an error limitation between the output result and practical value needs to be set (usually refers to the square error between the output result and practical value). It can set different precision requirement according to the requirement of Matlab software and the model.

IV. Application of BP neural network for innovation enterprises case on Yunnan Province

If needs to determine how to choose the number of layers in the network and the knots number in each layer at first during establishing the network model.

The dissertation will choose the network structure with single output layer, so the network output value is the comprehensive scoring value of credit quality evaluation rank for the enterprise.

V. CONCLUSION

BP neural network model analysis method is able to process data of any type with advantages that many traditional methods cannot compare in the model identification and optimization processing and other fields. At first, BP neural network has low requirement to the sampling data, which can overcome the requirement to model function selection and data symmetry of traditional statistical analysis method, making the analysis process more simple and practical. Secondly, BP neural network has strong adaptive ability, which can find out the inherent rule of the sampling data instead of relying on the rule to get solution through model self-training. This is very positive to weaken the influence of subjective weight confirmation. Thirdly, BP neural network has strong fault-tolerant capacity, which can give an effective processing to the uncertainty caused by missing of sampling financial indicator data of the enterprise and non-linear relationship among financial indicators. Even the sampling data is missing in some part, the overall evaluation effect of the model will not be influenced, thereby solving the problem of incomplete information in the credit quality evaluation. Therefore BP neural network model analysis method has strong credit quality evaluation adaptability.
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