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ABSTRACT 

Aiming at the transmission of novel Coronavirus, it highlights the deficiency of the developing intelligent logistics 

system. Therefore, constructing an intelligent logistics system based on intelligent technology is an effective way and 

method to solve the deficiency of the traditional logistics system. On this basis, this article refer to documents, and 

combining with the reality of the present situation of logistics, building based on the macro conditions, technical con-

ditions, human resources system, intelligent logistics development at the same time from the target layer, criterion 

layer and index layer three dimensions established the evaluation index system of intelligent logistics, and with rough 

sets and support vector machine (SVM), play to their respective advantages of the two methods, the development of 

intelligent logistics system is evaluated. 
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1. INTRODUCTION 

During the Spring Festival in 2020, novel corona-

virus's pneumonia epidemic spread rapidly to the whole 

country. Affected by the epidemic, China's economy is 

expected to suffer a certain impact in the short term. 

Logistics connects production and consumption, and it is 

also the guarantee of urban pillar industries and advan-

tageous industries. Urban logistics directly affects the 

traffic load of the city, and intelligent logistics will be a 

strong support for the construction and sustainable de-

velopment of intelligent cities. As far as China is con-

cerned, the construction of intelligent logistics system is 

inseparable from the support of artificial intelligence 

technology represented by "unmanned" technology. 

Through the fight against the epidemic, how to develop 

intelligent logistics, how to build a reasonable intelligent 

logistics system, and how to evaluate the suitability of 

the existing intelligent logistics system, all need to cause 

rethinking in the academic and practical fields. This pa-

per tries to make a discussion in this aspect. 

2. LITERATURE REVIEW 
2009 is the first year of the development of intelli-

gent logistics industry. IBM put forward the concept of 

"intelligent supply chain" and established an intelligent 

supply chain system based on the future through sensors, 

RFID tags, brakes, GPS and other devices and systems. 

The intelligent supply chain with advanced, intercon-

nected and intelligent characteristics has attracted the 

attention of experts and scholars, resulting in the emer-

gence of "intelligent logistics". In December of the same 

year, the Information Center of China Logistics Tech-

nology Association, Huaxia Internet of things and the 

editorial department of Logistics Technology and Appli-

cation jointly put forward the concept of "smart logis-

tics". A series of studies have been carried out around 

the conceptual characteristics, architecture, implementa-

tion framework, development trend and other issues. 

Intelligent logistics refers to the effective integration 

and application of Internet of things technology, big data 

mining and analysis technology, perceptual identifica-

tion technology, remote monitoring technology and arti-

ficial intelligence technology to all links and subjects of 

logistics activities, which is an efficient logistics system 

with the ability of thinking, perception, learning, reason-

ing and judgment and self-solving problems. 
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At present, intelligent logistics has been studied at 

home and abroad and some results have been achieved. 

In foreign countries, Jenni Eckhardt, Jarkko Rantala 

studied the role of intelligent logistics in multimodal 

transport and cost-effective transportation system [1]; 

Matej Kovalsky, Branislav Micieta took the automobile 

industry as an example to plan and optimize the intelli-

gent logistics system [2]; Duncan McFarlane, Vaggelis 

Giannikas, Wenrong Lu studied how to improve the role 

of customers in intelligent logistics operation [3]. The 

domestic research on intelligent logistics is mainly re-

flected in: he Liming, president of China Federation of 

Logistics and Purchasing, pointed out that at present, the 

policy environment for the development of intelligent 

logistics continues to improve, the logistics Internet has 

been gradually formed, and logistics big data has been 

applied. Logistics cloud services to strengthen security, 

collaborative sharing boost model innovation, artificial 

intelligence is in its infancy. In the future, there will be 

seven major upgrades, such as connection upgrade, data 

upgrade, model upgrade, experience upgrade, intelligent 

upgrade, green upgrade, supply chain upgrade and so on. 

Wang Zhitai believes that intelligent logistics is not only 

a technical problem, but also a systematic and compre-

hensive concept, especially it should be combined with 

urbanization [5]. Luo Renshu constructed the intelligent 

logistics information platform [6]. Wang Yu studied the 

real-time risk management mechanism of intelligent 

logistics from the perspective of "Internet +"[7]. Based 

on the analysis of the framework of intelligent logistics, 

a real-time risk management mechanism based on con-

text awareness was constructed to improve the automa-

tion and intelligence level of logistics risk management. 

Zhu Lin explored the credit system and evaluation 

methods of the public information platform of intelligent 

logistics [8]. Xu Jun analyzed the concept and character-

istics of intelligent logistics, and analyzed the implemen-

tation of intelligent logistics system in real life based on 

a case [9]. Dong Shuhua took the application of radio 

frequency identification (RFID) technology in ware-

house monitoring as an example to analyze the problems 

existing in the development and application of intelligent 

logistics system [10]. Zhang Xiangyang believes that 

with the vigorous development of online shopping and 

cloud computing technology, intelligent logistics system 

can better integrate all kinds of resources and promote 

business model innovation [11]. Shi Yaping constructed 

an hourglass-type intelligent logistics architecture, 

which is based on the Internet of things and consists of 

perceptual interaction layer, network transport layer, 

application service layer and so on [12]. Shao Guangli 

put forward the development model of intelligent logis-

tics, which is promoted by the government, promoted by 

industrialization, led by enterprises, led by standards, 

and promoted by market [13]. Zhang Lingling proposed 

an intelligent logistics architecture based on cloud com-

puting technology platform to solve the problems of 

information sharing and cooperation [14]. Wang Yaling 

analyzed the vision of building the "wisdom belt" of the 

Silk Road, and pointed out that the construction of the 

"wisdom belt" of the Silk Road needs to formulate effec-

tive policies and measures in the light of the existing 

economic, industrial foundation and natural conditions 

of the western region, improve the level of western de-

velopment with information construction [15]. Ying 

Linzhi proposed that the construction of intelligent logis-

tics in Ningbo should take the construction of intelligent 

ports as the center, build a number of intelligent logistics 

parks, strengthen the application of information technol-

ogy in enterprises, and improve the fourth-party logistics 

platform [16]. 

To sum up, intelligent logistics is the "intelligence" 

of the development of modern logistics industry by 

comprehensively introducing and making full use of 

emerging information technologies such as the Internet 

of things, cloud computing, big data, "Internet +" and so 

on. The development of foreign intelligent logistics in-

dustry is early and concentrated in the application field, 

while the research of domestic intelligent logistics indus-

try is still in its infancy, mainly focusing on the concept 

of intelligent logistics, the construction of intelligent 

logistics information system, and the combination of 

intelligent logistics and other fields.  

3. BRIEF INTRODUCTION TO HHE 

PRINCIPLE 

3.1. Rough Set Theory 

In 1982, Polish scientists first proposed rough set 

theory (Rough Set, RS), which is a new mathematical 

tool to deal with fuzzy and uncertain knowledge [17]. 

Rough set theory can better deal with empirical learning 

and obtain knowledge from experience. It forms a rule 

set by analyzing and dealing with the research objects 

with imprecise and incomplete information, so as to ex-

plain the information and rules implied in the data. The 

core of rough set theory is attribute reduction, that is, by 

calculating the dependence of decision attribute value on 

feature attribute, the index with zero importance is delet-

ed, and the expression ability of knowledge expression 

system is not affected. Rough set theory can effectively 

solve the problems of fuzziness and uncertainty in eval-

uation, calculate the relative importance of indicators, 

and make evaluation and strategy selection more reason-

able. Rough set theory can be understood by the follow-

ing definitions:  

 Definition 1 usually denotes the knowledge rep-

resentation system by S = {Ujinomi R, R, V, f}, 

where U represents the research sample, R repre-

sents the set of attributes, V represents the set of 

attribute values, and f: UxR V is called the in-

formation function, which represents the map-

ping relationship between U and V, that is, r ∈  R, 

x ∈  U, where f (x _ r) ∈  Vr, where Vr is the in-
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dex value. If Runce C U D, C and D are feature 

attribute set and decision attribute set respective-

ly, then the knowledge representation system S = 

{Uforce R ·V ·F} is called decision information 

system, which is a special case of knowledge rep-

resentation system, and the corresponding two-

dimensional data table is called decision table.  

 Definition 2 for the subset P < R, then the indis-

cernibility relation of P on U is defined as: IND 

(P) = {(x < y) | x ∈  U, y ∈  U < f (x, α) = f (y, α), 

α ∈  P}, U/IND (P) means that all samples in U 

are effectively divided according to the index set 

P.  

 Definition 3 Aknowledge representation system 

such as S = (RPowerU) is given. For any object 

set X (U) and attribute set P (R), the P lower ap-

proximation set of X is defined as: PX= {x | [x] p 

approximate X}, and the P upper approximation 

of X is defined as: BX= {x | [x] Bauer X (φ)}.  

 Definition 4: for the knowledge representation 

system S = (RMagne U), any minimum set P ∈  R 

and IND (P) = IND (R) is a reduction of the 

knowledge representation system. Write it down 

as the kernel of the knowledge representation 

system of the intersection representation of all at-

tribute reduction sets, RED (R) represented by 

RED (R). The positive field relative to the deci-

sion attribute D is: POSR (D) = {PXX∈  U / IND 

(D), where U/IND (D) is the set of equivalence 

classes obtained from the partition of D to U. 

3.2. Support Vector Machine Theory 

Statistical learning theory is a machine learning 

method with solid theoretical foundation developed on 

the basis of traditional statistics. Since the 1990s, other 

learning methods such as neural network have encoun-

tered difficulties. It has formed a relatively perfect theo-

retical system-statistical learning theory, and put forward 

a new pattern recognition method-support vector ma-

chine, so this research has been paid more and more 

attention [18]. 

Support Vector Machines(SVM) is a new machine 

learning method proposed by V. Vapnik et al based on 

Statistical Learning Theory (referred to as SLT). It 

shows many unique advantages in solving the problems 

of small sample, nonlinear and high-dimensional pattern 

recognition, and can effectively realize the accurate fit-

ting of high-dimensional nonlinear system based on 

small sample. Good results have been achieved in pat-

tern recognition, function approximation and probability 

density estimation[19, 20]. The regression function can 

be expressed as follows:  

                                   (1) 

In this case, the classification interval is equal to

, so that the maximum interval is equivalent to the 

minimum. The classification surface that satisfies the 

condition and minimizes is called the optimal classifica-

tion surface, and the training sample point on H1 and H2 

is called support vector. By using the Lagrange optimi-

zation method, the above optimal classification surface 

problem can be transformed into its dual problem, the 

maximum values of the following functions can be 

solved.  

          (2) 

For the Lagrange multiplier corresponding to each 

sample, the corresponding sample is the support vector, 

and the optimal classification function is obtained.  

(3) 

For the nonlinear problem, it can be transformed into 

a linear problem in a high-dimensional space by nonlin-

ear transformation, and then the optimal classification 

plane in the space can be transformed. Select the appro-

priate kernel function to meet the Mercer condition to 

transform into a high-dimensional space, and the objec-

tive function is transformed into:  

                   (4) 

The corresponding classification function becomes: 

 (5) 

The kernel functions commonly used in support vec-

tor machines are as follows:  

 Gaussian radial basis kernel function. 
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Among these four kinds of kernel functions, the radi-

al basis kernel function is the most widely used, which 

has a wide convergence domain and is an ideal classifi-

cation basis function. Gaussian radial basis kernel func-
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3.3. Complementary Analysis of Rough Set 

Theory and Support Vector Machine 

For the data information mining of limited samples, 

the traditional statistical theory based on the infinite 

number of samples has no advantage. Support vector 

machine does not need strict data samples and excellent 

learning ability, but when there are many characteristic 

indexes of samples, it will undoubtedly increase the 

computational load of support vector machine and affect 

the prediction accuracy [21].  

The main idea of rough set is to delete the index with 

zero relative importance and to ensure that the classifica-

tion ability does not change when the redundant index is 

deleted. Therefore, using rough set to preprocess the 

index data can improve the accuracy and effectiveness 

of support vector machine in the model [22].  

Rough set has advantages and potential in knowledge 

reduction and dealing with inaccurate and imprecise 

knowledge, which can reduce the dimension of SVM 

data and reduce the complexity of system structure. The 

algorithm process of RS-SVM: firstly, rough set is used 

to reduce the evaluation index, delete the redundant in-

dex, establish a new decision table, and support vector 

machine is used to train the sample data. 

4. CONSTRUCTION OF THE 

EVALUATION SYSTEM OF THE 

DEVELOPMENT OF INTELLIGENT 

LOGISTICS AND THE COMPOSITION OF 

THE EVALUATION INDEX 

4.1. System Construction 

Based on the related theories of industrial develop-

ment and modern logistics, this paper constructs the in-

telligent logistics development support system from six 

aspects: policy, law and financing, key technologies and 

facilities, personnel training and talent management. 

First, the macro conditions involve two aspects:  

 First, laws and regulations are the support and 

guarantee for the effective implementation of in-

telligent logistics norms.  

 The second is the financing of intelligent logistics 

by the government. The capital needed for the 

construction of intelligent logistics system is 

much larger than that of traditional logistics sys-

tem, including the purchase of basic equipment, 

means of transport and loading and unloading 

equipment, technology development, human re-

sources investment and so on.  

Second, the technical aspect mainly includes two as-

pects:  

 One is the key technology, that is, through the re-

al-time information generated by sensors, RFID 

tags, brakes, GPS and other equipment and sys-

tems, we can realize the efficient allocation and 

optimization of logistics resources in all aspects 

and fields of logistics, especially in the fields of 

unmanned vehicles, unmanned warehouses, un-

manned cabinets, logistics robots and so on. 

 Second, infrastructure equipment, especially fa-

cilities and equipment such as unmanned ware-

houses, intelligent distribution stations and intel-

ligent load vehicles, is an important basis for en-

suring the long-term development of logistics. At 

the same time, the establishment of land, sea and 

air three-dimensional transportation network is 

also very important.  

Third, in terms of human resources:  

 The development of intelligent logistics needs 

professionals with professional logistics 

knowledge and rich practical experience, which 

requires not only the management of logistics tal-

ents, but also the training and education of logis-

tics professionals. to build a solid talent founda-

tion for the construction of intelligent logistics 

system. 

In addition to the above hardware preparation, but al-

so need to upgrade the software, in order to achieve the 

overall coordination and optimization of the intelligent 

logistics system.  

The construction of the support system for the devel-

opment of intelligent logistics is shown in Figure 1. 

4.2. Establishment of Evaluation Index System 

There are few domestic scholars on the evaluation of 

the construction of intelligent logistics development 

support system, and most scholars focus on the influenc-

ing factors of regional logistics development, the evalua-

tion of regional logistics efficiency or development lev-

el, the comparison of regional logistics competitiveness 

and so on. Based on the previous scholars' research re-

sults and the construction principles of the index system, 

combined with the basic characteristics and development 

characteristics of intelligent logistics and the above sup-

port system analysis, according to the system engineer-

ing theory, it can be determined to build an index system 

to evaluate the current situation of intelligent logistics 

development support system from three dimensions: 

policy and financial support system, technology and 

facilities and equipment support system, and talent fac-

tor support system[23]. See Table1.  
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Figure 1 The Construction of Intelligent Logistics System 

Table 1. Evaluation index system for the construction of 

intelligent logistics development support system 

Target 

layer 

Criterion 

layer 
Index layer 

serial 

number 

In
tellig

en
t lo

g
istics sy

stem
 

Policy and 

financial 

support 
system 

Density of logistics network C1 

Gross domestic product) C2 

Disposable income of urban resi-

dents 
C3 

General financial expenditure (logis-

tics industry) 
C4 

Proportion of fixed assets invest-

ment in logistics industry in the 
whole society 

C5 

Regional R & D expenditure (100 

million yuan) 
C6 

Technolo-

gy, facili-
ties and 

equipment 

support 
system 

Internet penetration rate (%) C7 

Technical market turnover per re-

searcher (10000 yuan) 
C8 

Mobile phone penetration rate C9 

Number of patents authorized C10 

Output value rate of civil truck C11 

Talent 
element 

support 

system 

Full time equivalent of Regional R 

& D personnel 
C12 

Number of people with college 

degree or above 
C13 

Number of employees in logistics 

industry 
C14 

According to the basic situation of the intelligent lo-

gistics development support system, the index evaluation 

system is established. After the evaluation index system 

is established, the safety grade is divided into five levels, 

namely, unqualified, qualified, medium, good and excel-

lent. The range of the safety grade is [0, 0.2], (0.2, 0.4], 

(0.4, 0.6), (0.6, 0.8] and (0.8, 1]. From this, the set of 

evaluation criteria is determined. See Table 2.  

5. EVALUATION OF INTELLIGNT 

LOGISTICS SYSTEM BASED ON RS-SVM 

Table 2. Evaluation Grade Standard Of Intelligent Lo-

gisticsSupport System 

Grade Level Grade interval 

Ⅰ Excellent [1.0, 0.8) 

Ⅱ Good [0.8, 0.6) 

Ⅲ Secondary [0.6, 0.4) 

Ⅳ Qualified [0.4, 0.2) 

Ⅴ Unqualified [0.2, 0.0] 

Through the joint discussion of the expert group, this 

paper classifies, deletes, merges and reconstructs 

thecharacteristic items of the development level of intel-

ligent logistics, and finally obtains 14 evaluation indexes 

of the development level of intelligent logistics.  

The sample data comes from the data collection in 

2019, and the data that cannot be completely quantified 

and missing are collected by experts, including 50 train-

ing samples and 50 prediction samples, and the initial 

data table of intelligent logistics indicators is estab-

lished, as shown in Table 3.  
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5.1.RS Reduction Processing 

Table 3.  Evaluation index data and evaluation grade 

Sample 
Serial 

number 
C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 

Overall 

grade 

Train 

 

sample 

1 0.4 0.7 0.5 0.3 0.6 0.4 0.2 0.5 0.2 0.4 0.7 0.4 0.3 0.6 High 

2 0.5 0.3 0.6 0.4 0.7 0.5 0.1 0.4 0.5 0.6 0.5 0.3 0.5 0.4 Secondary 

...               ... 

50 0.6 0.7 0.5 0.3 0.5 0.3 0.6 0.4 0.8 0.7 0.4 0.8 0.3 0.5 Low 

Test 

 

sample 

1 0.4 0.2 0.5 0.5 0.3 0.6 0.4 0.7 0.3 0.2 0.3 0.2 0.6 0.6 High 

2 0.7 0.5 0.4 0.2 0.5 0.3 0.6 0.2 0.7 0.4 0.6 0.6 0.4 0.2 Secondary 

...               ... 

50 0.1 0.4 0.2 0.5 0.3 0.6 0.4 0.3 0.4 0.6 0.5 0.7 0.7 0.3 Low 

In the process of the development level of intelligent 

logistics, in order to avoid the omission of important 

characteristic items, we will generally choose as many 

influencing factors as possible, but too many factors will 

increase the training input of SVM, increase the difficul-

ty of calculation, and affect the speed and efficiency of 

training. Moreover, the use of these factors is not very 

useful for the prediction of unknown data. Therefore, 

the feature selection method is used to select the useful 

factors for classification as the input of SVM, and RS is 

a good method to solve this problem. In this paper, 

Johnson's algorithm is used for attribute reduction, and 

the minimum conditional attribute set composed of 10 

feature items is obtained. These 10 influencing factors 

are the key factors. The corresponding original data 

form a new sample training set and test set, and the data 

are dimensionless and normalized. Through the attribute 

reduction of the data, the isometric discretization meth-

od is used to get the discretization decision table (the 

length of the article is limited, the decision table is 

brief), and then consult the relevant experts to adjust the 

discrete interval appropriately. 

5.2. Training and Testing of SVM 

After the training set is determined, the SVM 

knowledge acquisition, decision function construction 

and result verification are realized by programming on 

Matlab7.01 platform and SVMlab1.5 toolbox, and the 

risk prediction results are output. In order to verify the 

practicability and accuracy of RS-SVM model for eval-

uation. Through repeated training and learning, the 

training results are obtained.  

Model training uses Matlab7.0 language program-

ming to realize the training of SVM model, and chooses 

radial basis (RBF) function as the kernel function of the 

model, which has a wide convergence domain and is an 

ideal classification basis function, so it uses Gaussian 

radial basis kernel function for operation, and deter-

mines two parameters: penalty parameters and kernel 

parameters, and the parameters are selected by cross-

verification method. Using 50 training samples as the 

learning set, it is found that the error is the smallest 

when the parameter values take the penalty parameter 

Cure 1.1647 and the kernel function k = 0.6507 respec-

tively, and the SVM model is the optimal model.  

According to the basic flow of the RS-SVM combi-

nation model, SVM, as the post-information recognition 

system of the prediction model, calculates the training 

samples through the cognition of the operation results of 

the training samples, and obtains the results.  

After the training of the SVM model, the untrained 

samples were used to test the optimized SVM model. 

By testing the last 50 groups in Table 1, the test results 

are obtained, and the coincidence rate between the test 

level and the actual grade is 91.1657%, indicating that it 

is feasible to use support vector machine to evaluate the 

level of intelligent logistics, and the evaluation grade is 

qualified. It has good application and promotion value 

in the actual evaluation. 

6. CONCLUSION 

In this study, the framework of support system for 

the development of intelligent logistics is established, 

and through literature analysis and expert group discus-

sion, the evaluation index system of intelligent logistics 

level is established, and a smart logistics level evalua-

tion method based on support vector machine is pro-

posed.  

Rough set method does not need to provide any prior 

information outside the data set that the problem needs 

to deal with, and can express and deal with incomplete 

information only by using the information provided by 

the data itself, while SVM has good generalization abil-

ity; combining the advantages of the two methods is 

applied to the evaluation of intelligent logistics level.  

Through empirical research and analysis, the level 

evaluation of intelligent logistics based on RS-SVM has 

higher accuracy and faster operation speed, so it can be 

applied to practical evaluation.  
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Although the application of support vector machine 

to the evaluation of intelligent logistics level is still in 

the exploratory stage, the intelligent logistics level eval-

uation model based on rough set attribute reduction and 

support vector machine proposed in this paper is easy to 

operate and has a good man-machine interface. It pro-

vides a way to evaluate the level of intelligent logistics 

under the background of epidemic resistance. 
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