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\begin{abstract}
Under investigation in this work is the time-fractional generalized KdV-type equation, which occurs in different contexts in mathematical physics. Lie group analysis method is presented to explicitly study its vector fields and symmetry reductions. Furthermore, two straightforward methods are employed to consider its travelling wave solutions and power series solutions, respectively. Finally, based on the new conservation theorem, conservation laws of the equation are well constructed with a detailed derivation.
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\section*{1. Introduction}

It is well known that finding an exact solution of a nonlinear partial differential equation is always one of the central themes arising in physics, mathematics and in many scientific fields. In the past few years, much research have been done on the basic of the group theory and its applications to differential equations [ \(3,15,24,25\) ]. In recent years, the fractional calculus was widely applied to describe many complex nonlinear phenomena arising in the areas of heat transfer, diffusion, solid mechanics, wave propagation and other topics. Therefore, the fractional differential equations (FDEs) play a more and more important role in describing physics, engineering, and other scientific fields [5, 17, 26, 27] etc. In 2009, Gazizov and Kasatkin [8] extended Lie symmetry approach to investigate several FDEs. The way for some FDEs are also performed with the aid of RiemannLiouville derivative \([6,9,13,20,28,39,40]\).

The celebrated Noether theorem [23] establishes a connection between symmetries and conservation laws of differential equations. Over the past few years, the application of the Noether theorem
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has been extended by plenty of mathematicians. Ibragimov [16] and Lukashchuk [21] had made a great contribution to find conservation laws for FDEs that does not admit a fractional Lagrangian. Additionally, conservation laws of some FDEs have been presented with the use of the fractional generalization of the Noether operators [10].

In this paper, we would like to consider the following time-fractional generalized KdV-type equation
\[
\begin{equation*}
D_{t}^{\alpha} u+a u_{n x}+b u^{m} u_{x}=0, \quad(0<\alpha \leq 1), \tag{1.1}
\end{equation*}
\]
where \(u=u(x, t), a, b, m\) are all real parameters, \(n\) is a positive integer and \(D_{t}^{\alpha} u\) is the RiemannLiouville fractional derivative of order \(\alpha\) with respect to the variable \(t\). Invariant analysis of the special form for Eq.(1.1) has been investigated. However, to the best of authors' knowledge, Lie symmetry analysis, conservation laws and analytical solutions of Eq.(1.1) have not been reported in the previous papers.

Eq.(1.1) contains a number of important nonlinear partial differential equations (NLEEs) and FDEs \([1,11,14,41,42]\) as its special case. Next, we will present some special cases.

Case 1: Taking \(\alpha=1, a=1, b=6, m=1, n=3\), Eq.(1.1) reduces to the classical KdV equation
\[
\begin{equation*}
u_{t}+6 u u_{x}+u_{x x x}=0, \tag{1.2}
\end{equation*}
\]
which has been found to describe many physical and engineering phenomena [1].
Case 2: Taking \(2 m=1, n=3\), Eq.(1.1) can reduce to the time-fractional Schamel-KdV equation
\[
\begin{equation*}
D_{t}^{\alpha} u+b \sqrt{u} u_{x}+a u_{x x x}=0, \tag{1.3}
\end{equation*}
\]
which can describe nonlinear propagation of dust-ion-acoustic (DIA) waves in a one-dimensional and unmagnetized plasma [11].

Case 3: Taking \(n=2, a=1\), Eq.(1.1) can be transformed into the following time-fractional Burgers equation
\[
\begin{equation*}
D_{t}^{\alpha} u+b u^{m} u_{x}+u_{x x}=0, \quad(0<\alpha \leq 1) . \tag{1.4}
\end{equation*}
\]

Its Lie symmetry analysis and exact solution are succinctly constructed in [28,41].
Case 4: Taking \(n=5, a=1\), Eq.(1.1) can be reduced to the time-fractional five-order KdV equations
\[
\begin{equation*}
D_{t}^{\alpha} u+b u^{m} u_{x}+u_{x x x x x}=0,(0<\alpha \leq 1) . \tag{1.5}
\end{equation*}
\]

It have been considered by using the Lie symmetry analysis method in [42].
The primary purpose of the present paper is to investigate the symmetry properties, the travelling wave solutions and power series solutions of Eq.(1.1) by means of three important methods, respectively. Additionally, conservation laws of Eq.(1.1) are also derived by using the Lie point symmetries of the equation.

The rest of this paper is structured as follows. In section 2, a brief review of the main definitions and properties of FDEs are presented to provide a convenient reference. In section 3, the general similarity forms and symmetry reductions of Eq.(1.1) are established. In section 4, two important method are presented to succinctly construct analytical solutions of Eq.(1.1). In section 5, conservation laws of Eq.(1.1) are constructed by using the new conservation theorem. Finally, conclusions and discussion are presented in the last section.
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\section*{2. Preliminaries}

In this section, we briefly recall the main procedure to deal with symmetries for FDEs. Firstly, let's consider the symmetries for a FDE of the form
\[
\begin{equation*}
D_{t}^{\alpha} u(x, t)=F\left(t, u, u_{x}, u_{x x}, \cdots\right), \quad(\alpha>0), \tag{2.1}
\end{equation*}
\]
in which \(D_{t}^{\alpha} u\) is defined as below. Suppose that \(u(x, t)\) is a piecewise continuous function on the \((0, \infty)\) and the integrable on any finite sub-interval of \([0, \infty)\). we can use equality of the following Riemann-Liouville derivative [18]
\[
\begin{equation*}
D_{t}^{\alpha} u=\frac{1}{\Gamma(n-\alpha)} \frac{\partial^{n}}{\partial t^{n}} \int_{0}^{t} \frac{u(x, \tau)}{(t-\tau)^{\alpha+1-n}} d \tau ; n-1<\alpha<n, n \in \mathbb{N} . \tag{2.2}
\end{equation*}
\]

Additionally, the modified Riemann-Liouville derivative is given by
\[
\begin{equation*}
D_{x}^{\alpha} f(x)=\frac{1}{\Gamma(n-\alpha)} \frac{\partial^{n}}{\partial t^{n}} \int_{0}^{x} \frac{f(\tau)-f(0)}{(t-\tau)^{\alpha+1-n}} d \tau ; n-1<\alpha<n, n \in \mathbb{N} . \tag{2.3}
\end{equation*}
\]

Next, let us consider a one-parameter Lie group of infinitesimal transformation
\[
\begin{align*}
& t^{*}=t+\epsilon \tau(t, x, u)+o\left(\epsilon^{2}\right), \\
& x^{*}=x+\epsilon \xi(t, x, u)+o\left(\epsilon^{2}\right), \\
& u^{*}=u+\epsilon \eta(t, x, u)+o\left(\epsilon^{2}\right), \\
& \frac{\partial^{\alpha} u^{*}}{\partial t^{* \alpha}}=\frac{\partial^{\alpha} u}{\partial t^{\alpha}}+\epsilon \eta^{\alpha t}(t, x, u)+o\left(\epsilon^{2}\right), \\
& \frac{\partial^{n} u^{*}}{\partial x^{* n}}=\frac{\partial^{n} u}{\partial x^{n}}+\epsilon \eta^{n x}(t, x, u)+o\left(\epsilon^{2}\right), n=1,2,3, \cdots, \tag{2.4}
\end{align*}
\]
where \(\epsilon\) is a group parameter. The exact expressions of \(\eta^{n x}\) are given by
\[
\begin{align*}
& \eta^{x}=D_{x}(\eta)-u_{t} D_{x}(\tau)-u_{x} D_{x}(\xi), \\
& \eta^{2 x}=D_{x}\left(\eta^{x}\right)-u_{x x} D_{x}(\xi)-u_{x t} D_{x}(\tau), \cdots, \tag{2.5}
\end{align*}
\]
in which the total derivative operator \(D_{x}\) is defined by
\[
\begin{equation*}
D_{x}=\frac{\partial}{\partial x}+u_{x} \frac{\partial}{\partial u}+u_{x x} \frac{\partial}{\partial u_{x}}+\cdots, \tag{2.6}
\end{equation*}
\]
with the associated Lie algebra represented by
\[
\begin{equation*}
X=\xi(x, t, u) \frac{\partial}{\partial x}+\tau(x, t, u) \frac{\partial}{\partial t}+\eta(x, t, u) \frac{\partial}{\partial u}, \tag{2.7}
\end{equation*}
\]
here the coefficient functions \(\xi, \tau, \eta\) are to be known later.
If the vector field (2.7) can generate a symmetry of Eq.(1.1), then \(X\) have to meet the condition \(\left.\operatorname{Pr}^{(n)} X(\Delta)\right|_{\Delta=0}=0\), where \(\Delta=D_{t}^{\alpha} u-F\left(t, u, u_{x}, u_{x x}, \cdots\right)\). Let the lower limit of the integral be fixed in (2.2), the explicit form of \(\eta^{\alpha t}\) can be explicitly obtained by using Leibnitz rule. Then, by applying prolongation of the fractional vector field to Eq.(1.1), the Lie point symmetries of Eq.(1.1) canbe spanned by the corresponding vector fields. Eq.(1.1) should be invariant with regard to such a transformation (2.4). The invariance condition must arrive at \(\tau(t, x, u)_{t=0}=0\).
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According to [8], the developed infinitesimal \(\eta^{\alpha t}\) have the following form
\[
\begin{equation*}
\eta^{\alpha t}=D_{t}^{\alpha}(\eta)+\xi D_{t}^{\alpha}\left(u_{x}\right)-D_{t}^{\alpha}\left(\xi u_{x}\right)+D_{t}^{\alpha}\left(D_{t}(\tau) u\right)-D_{t}^{\alpha+1}(\tau u)+D_{t}^{\alpha+1}(u) \tag{2.8}
\end{equation*}
\]
in which \(D_{t}^{\alpha}\) is the total fractional derivative operator. According to the generalized Leibnitz rule in Ref. [22], we have
\[
\begin{equation*}
D_{t}^{\alpha}(f(t) g(t))=\sum_{n=0}^{\infty}\binom{\alpha}{n} D_{t}^{\alpha} f(t) D_{t}^{n-\alpha} g(t) \tag{2.9}
\end{equation*}
\]
where
\[
\begin{equation*}
\binom{\alpha}{n}=\frac{(-1)^{n-1} \Gamma(n-\alpha)}{\Gamma(1-\alpha) \Gamma(n+1)} \tag{2.10}
\end{equation*}
\]

In view of (2.8),(2.9) and (2.10), we have
\[
\begin{equation*}
\eta^{\alpha t}=D_{t}^{\alpha}(\eta)-\alpha D_{t}(\tau) D_{t}^{\alpha} u-\sum_{n=0}^{\infty}\binom{\alpha}{n} D_{t}^{n}(\xi) D_{t}^{\alpha-n}\left(u_{x}\right)-\sum_{n=1}^{\infty}\binom{\alpha}{n+1} D_{t}^{n+1}(\tau) D_{t}^{\alpha-n}(u) . \tag{2.11}
\end{equation*}
\]

Linking the generalized chain rule for a composite function [27] of the form
\[
\begin{equation*}
\frac{d^{n} g(f(t))}{d t^{n}}=\sum_{k=0}^{n} \sum_{r=0}^{k}\binom{k}{r} \frac{1}{k!}[-f(t)]^{r} \frac{d^{n}}{d t^{n}}\left[(f(t))^{k-r}\right] \frac{d^{k} g(f(t))}{d f(t)^{k}} \tag{2.12}
\end{equation*}
\]
and the Leibnitz rule (2.9), it is easy to obtain the explicit form of \(\eta^{\alpha t}\)
\[
\begin{align*}
\eta^{\alpha t} & =\sum_{n=1}^{\infty}\left[\binom{\alpha}{n} \frac{\partial^{n} \eta_{u}}{\partial t^{n}}-\binom{\alpha}{n+1} D_{t}^{n+1}(\tau)\right] D_{t}^{\alpha-n}(u)+\frac{\partial^{\alpha} \eta}{\partial t^{\alpha}}+\left[\eta_{u}-\alpha D_{t}(\tau)\right] \frac{\partial^{\alpha u}}{\partial t^{\alpha}}-u \frac{\partial^{\alpha} \eta_{u}}{\partial t^{\alpha}} \\
& -\sum_{n=1}^{\infty}\binom{\alpha}{n} D_{t}^{n}(\xi) D_{t}^{\alpha-n}\left(u_{x}\right)+\mu \tag{2.13}
\end{align*}
\]
where
\[
\begin{equation*}
\mu=\sum_{n=2}^{\infty} \sum_{m=2}^{n} \sum_{k=2}^{m} \sum_{r=0}^{k-1}\binom{\alpha}{n}\binom{n}{m}\binom{k}{r} \frac{1}{k!} \frac{t^{n-\alpha}}{\Gamma(n+1-\alpha)}(-1)^{r} u^{r} \frac{\partial^{m}}{\partial t^{m}}\left(u^{k-r}\right) \frac{\partial^{n-m-k} \eta}{\partial t^{n-m} \partial u^{k}} . \tag{2.14}
\end{equation*}
\]

In the next section, the above detailed analysis of a FDE is applied to investigate the symmetry properties of time-fractional generalized KdV-type equation (1.1).

\section*{3. Symmetry group analysis}

According to the Lie theory, applying the prolongation \(\mathrm{pr}^{n}\) to Eq.(1.1), we can obtain the following expression
\[
\begin{equation*}
\eta_{\alpha}^{0}+a \eta^{n x}+b u^{m} \eta^{x}+b m \eta u^{m-1} u_{x}=0 \tag{3.1}
\end{equation*}
\]

Inserting (2.5) and (2.13) into (3.1), then collecting the coefficients of various power of partial derivatives of \(u\), we obtain some determining equations. By solving these obtained equations, we
have
\[
\begin{equation*}
\xi=c_{1} x+c_{2}, \quad \tau=\frac{n c_{1}}{\alpha} t, \eta=\frac{(1-n) c_{1}}{m} u \tag{3.2}
\end{equation*}
\]
where \(c_{1}, c_{2}\) are arbitrary constants. According to (3.2), we obtain the corresponding vector fields
\[
\begin{equation*}
X=\left(c_{1} x+c_{2}\right) \frac{\partial}{\partial x}+\frac{n c_{1} t}{\alpha} \frac{\partial}{\partial t}+\frac{(1-n) c_{1} u}{m} \frac{\partial}{\partial u} . \tag{3.3}
\end{equation*}
\]

Via the above discussion, the following assertion holds.
Theorem 3.1. The Lie point symmetries of the time-fractional generalized \(K d V-\) type equation (1.1) is spanned by the following vector fields
\[
\begin{equation*}
X_{1}=\frac{\partial}{\partial x}, \quad X_{2}=x \frac{\partial}{\partial x}+\frac{n t}{\alpha} \frac{\partial}{\partial t}+\frac{(1-n) u}{m} \frac{\partial}{\partial u} . \tag{3.4}
\end{equation*}
\]

According to (3.4), it is not hard to check that the vector fields (3.4) are closed under the Lie bracket, respectively
\[
\begin{equation*}
\left[X_{1}, X_{1}\right]=0, \quad\left[X_{1}, X_{2}\right]=X_{1},\left[X_{2}, X_{1}\right]=-X_{1}, \quad\left[X_{2}, X_{2}\right]=0 . \tag{3.5}
\end{equation*}
\]

For the generator \(X_{1}\), we can obtain the invariant solutions \(u=a t^{\alpha-1}\) of Eq.(1.1), where \(a\) is an arbitrary constant.

For the generator \(X_{2}\), we can obtain the characteristic equation
\[
\begin{equation*}
\frac{d x}{x}=\frac{\alpha d t}{n t}=\frac{m d u}{(1-n) u} \tag{3.6}
\end{equation*}
\]
and the corresponding invariant
\[
\begin{equation*}
A=x t^{-\frac{\alpha}{n}}, u=t^{\frac{\alpha(1-n)}{n n}} G(A) \tag{3.7}
\end{equation*}
\]

Through the above discussion, we find that Eq.(1.1) can be transformed into a nonlinear fractional ordinary differential equation (FODE). In order to achieve our aim, to begin with, let us introduce the following Erdély-Kober fractional differential operator [19]
\[
\begin{equation*}
\left(p_{\beta}^{\tau, \alpha} G\right)=\prod_{j=0}^{n-1}\left(\tau+j-\frac{\xi}{\beta} \frac{d}{d \xi}\right)\left(K_{\beta}^{\tau+\alpha, n-\alpha} G\right)(A), \tag{3.8}
\end{equation*}
\]
where
\[
n= \begin{cases}{[\alpha]+1,} & \alpha \in \mathbb{N},  \tag{3.9}\\ \alpha, & \alpha \in \mathbb{N},\end{cases}
\]
and
\[
\left(K_{\beta}^{\tau+\alpha, n-\alpha} G\right)(A)=\left\{\begin{array}{l}
\frac{1}{\Gamma(\alpha)} \int_{1}^{\infty}(u-1)^{\alpha-1} u^{-(\tau+\alpha)} G\left(A u^{1 / \beta}\right) d u  \tag{3.10}\\
G(A), \quad \alpha=0,
\end{array}\right.
\]
is the Erdély-Kober fractional integral operator.
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In view of the definition of the Riemann-Liouville fractional derivative (2.2), we obtain
\[
\begin{equation*}
D_{t}^{\alpha} u=\frac{\partial^{\alpha} u}{\partial t^{\alpha}}=\frac{1}{\Gamma(n-\alpha)} \frac{\partial^{n}}{\partial t^{n}}\left[\int_{0}^{t}(t-s)^{n-\alpha-1} s^{\frac{\alpha(1-n)}{n m}} h\left(x s^{-\frac{\alpha}{2}}\right) d s\right], n-1<\alpha<n, n=1,2,3,4, \ldots \tag{3.11}
\end{equation*}
\]

If taking \(\rho=\frac{t}{s}\), we get \(d s=-t / \rho^{2} d \rho\). Then, Eq.(3.11) can be rewritten as
\[
\begin{equation*}
D_{t}^{\alpha} u=\frac{\partial^{\alpha} u}{\partial t^{\alpha}}=\frac{1}{\Gamma(n-\alpha)} \frac{\partial^{n}}{\partial t^{n}}\left[t^{n+\frac{\alpha(1-n)}{n m}-\alpha} \int_{0}^{t}(\rho-1)^{n-\alpha-1} \rho^{-n-1-\frac{\alpha(1-n)}{n m}+\alpha} h\left(A \rho^{\frac{\alpha}{n}}\right) d s\right] \tag{3.12}
\end{equation*}
\]

By comparing (3.10) with (3.7), we have
\[
\begin{align*}
& D_{t}^{\alpha} u=\frac{\partial^{\alpha} u}{\partial t^{\alpha}}=\frac{\partial^{n}}{\partial t^{n}}\left[t^{n-\frac{\alpha}{2 m}-\alpha}\left(K_{\frac{n}{\alpha}}^{1+\frac{\alpha(1-n)}{n m}-\alpha, n-\alpha} G\right)(A)\right]=\frac{\partial^{n-1}}{\partial t^{n-1}}\left[\frac{\partial}{\partial t}\left(t^{n+\frac{\alpha(1-n)}{n m}-\alpha}\left(K_{\frac{n}{\alpha}}^{1+\frac{\alpha(1-n)}{n m}, n-\alpha} G\right)\right]\right. \\
&=\ldots=\left(P_{\frac{n}{\alpha}}^{1+\frac{\alpha(1-n)}{n m}-\alpha, \alpha}\right)(A) \tag{3.13}
\end{align*}
\]

Based on the detailed analysis, the following assertion is easily constructed.
Theorem 3.2 Based on the transformation (3.7), Eq.(1.1) can be reduced to a nonlinear FODE
\[
\begin{equation*}
\left(P_{\frac{n}{\alpha}}^{1+\frac{\alpha(1-n)}{n m}-\alpha, \alpha}\right)(A)+a G_{n A}+b G^{m} G_{A}=0 \tag{3.14}
\end{equation*}
\]
where \(n\) is a positive integer and \(a, b, m>0\) are arbitrary constants.
Based on Theorem 3.2, Eq.(1.3), Eq.(1.4) and Eq.(1.5) can be reduced to the following FODEs
\[
\begin{align*}
& \left(P_{\frac{3}{\alpha}}^{1-\frac{7 \alpha}{3}, \alpha}\right)(A)+a G_{3 A}+b G G_{A}=0 \\
& \left(P_{\frac{2}{\alpha}}^{1-\frac{\alpha}{2 m}-\alpha, \alpha}\right)(A)+G_{2 A}+b G^{m} G_{A}=0 \\
& \left(P_{\frac{5}{\alpha}}^{1-\frac{4 \alpha}{m}, \alpha}\right)(A)+G_{5 A}+b G^{m} G_{A}=0 \tag{3.15}
\end{align*}
\]
respectively.
In particular, if \(\alpha=\frac{1}{2}, n=5, m=1\), Eq.(1.1) can be transformed to the following FODE
\[
\begin{equation*}
\left(P_{10}^{\frac{1}{10}, \frac{1}{3}}\right)(A)+a G_{5 A}+b G G_{A}=0 \tag{3.16}
\end{equation*}
\]

In a similar way, based on Theorem 3.1 and Theorem 3.2, the symmetries and FODEs of Eq.(1.1) can be obtained successively in terms of the specific parameters \(\alpha, m, n\).

\section*{4. Analytical solutions}

In this section, two important methods and the algebraic and differential manipulation [2,4,7,12,29-38,43-48] are employ to derive the travelling wave solutions and power series solutions of Eq.(1.1).

\subsection*{4.1. The power series method}

First of all, let us introduce a important transformation
\[
\begin{equation*}
u(x, t)=u(\epsilon), \quad \epsilon=k x-\frac{\omega t^{\alpha}}{\Gamma(1+\alpha)} \tag{4.1}
\end{equation*}
\]
where \(k, \omega\) are two arbitrary constants. Substitution of (4.1) into (1.1) leads to the following nonlinear ODE
\[
\begin{equation*}
-\omega u^{\prime}+a k^{n} u_{n \epsilon}+b k u^{m} u^{\prime}=0 \tag{4.2}
\end{equation*}
\]

Then integrating Eq.(4.2) with respect to \(\epsilon\) once again, we obtain
\[
\begin{equation*}
-\omega u+a k^{n} u_{(n-1) \epsilon}+\frac{b k}{m+1} u^{m+1}+B=0 \tag{4.3}
\end{equation*}
\]
where \(B\) is an integration constant. let us assume that the solution of Eq.(4.3) has the following form
\[
\begin{equation*}
u=\sum_{s=0}^{\infty} p_{s} \epsilon^{s} \tag{4.4}
\end{equation*}
\]
where \(p_{s}\) are constants to be known later. Substitution of (4.4) into Eq.(4.3) arrives at the following expression
\[
\begin{equation*}
-\omega \sum_{s=0}^{\infty} p_{s} \epsilon^{s}+a k^{n} \sum_{s=0}^{\infty}(s+1)(s+2) \ldots(s+n-1) p_{s+n-1} \epsilon^{s}+\frac{b k}{m+1}\left(\sum_{s=0}^{\infty} p_{s} \epsilon^{s}\right)^{m+1}+B=0 \tag{4.5}
\end{equation*}
\]

By comparing coefficients of \(\epsilon^{s}(s \geq 0)\), we obtain
\[
\begin{align*}
& p_{n-1}=\frac{1}{a k^{n}(n-1)!}\left(\omega p-\frac{b k}{m+1} p_{0}^{m+1}-B\right) \\
& p_{s+n-1}=\frac{1}{a k^{n}(s+1)(s+2) \ldots(s+n-1)}\left[\omega p_{s}-\frac{b k}{m+1} \sum_{i_{1}+i_{2}+\ldots+i_{m+1}=s} p_{i_{1}} p_{i_{2}} \ldots p_{i_{n-1}}\right] . \tag{4.6}
\end{align*}
\]

Thus, any coefficient \(p_{s}(s \geq 2)\) of the solution (4.4) are determined by \(a, b, p_{0}, \ldots, p_{n-1}, \omega, k\). It shows that there is a power series solution for Eq.(4.2). Additionally, it is not hard to prove the convergence of the power series solution (4.4) with the coefficients depend on (4.6). Obviously, the power series solution (4.4) is an analytical power series solution of Eq.(4.2). Once the power series solution of Eq.(4.2) in hand, the solution of Eq.(1.1) can be easily obtain
\[
\begin{align*}
u(x, t)= & p_{0}+p_{1}\left(k x-\frac{\omega t^{\alpha}}{\Gamma(\alpha+1)}\right)+\ldots+\frac{1}{a k^{n}(n-1)!}\left(\omega p-\frac{b k}{m+1} p_{0}^{m+1}-B\right)\left(k x-\frac{\omega t^{\alpha}}{\Gamma(\alpha+1)}\right)^{n-1} \\
& +\frac{1}{a k^{n}(s+1)(s+2) \ldots(s+n-1)}\left[\omega p_{s}-\frac{b k}{m+1} \sum_{i_{1}+i_{2}+\ldots+i_{m+1}=s} p_{i_{1}} p_{i_{2}} \ldots p_{i_{n-1}}\right]\left(k x-\frac{\omega t^{\alpha}}{\Gamma(\alpha+1)}\right)^{n+s-1} \tag{4.7}
\end{align*}
\]

Via the above analysis, the following assertion is easily established.
Theorem 4.1 Eq.(1.1) admits the following power series solution
\[
\begin{equation*}
u=\sum_{s=0}^{\infty} p_{s}\left(k x-\frac{\omega t^{\alpha}}{\Gamma(\alpha+1)}\right)^{s} \tag{4.8}
\end{equation*}
\]
in which \(a, b, p_{0}, \ldots, p_{n-2}, \omega, k\) are some arbitrary constants, the other coefficients \(p_{s}(s \geq n-1)\) rely on (4.6).

(a)

(b)

(c)

Figure 1. (Color online) The power series solution (4.8) of Eq.(1.1) by choosing suitable parameters: \(k=\) \(1, \omega=1, a=1, b=1, n=3, m=4, s=4, \alpha=1\), (a) Perspective view of the real part of the wave. (b) The overhead view of the wave. (c) The wave propagation pattern of the wave along the \(t\) axis.


Figure 2. (Color online) The power series solution (4.8) of Eq.(1.1) by choosing suitable parameters: \(k=1, \omega=1, a=1, b=1, n=3, m=4, s=5, \alpha=1\), (a) Perspective view of the real part of the wave. (b) The overhead view of the wave. (c) The wave propagation pattern of the wave along the \(t\) axis.


Figure 3. (Color online) The power series solution (4.8) of Eq.(1.1) by choosing suitable parameters: \(k=1, \omega=1, a=1, b=1, n=3, m=4, s=6, \alpha=1\), (a) Perspective view of the real part of the wave. (b) The overhead view of the wave. (c) The wave propagation pattern of the wave along the \(t\) axis.

In what follows in order to help us analyse the properties of the analytical solutions well, Figs. 1-3 of the power series solutions (4.8) are plotted by choosing the appropriate parameters.

\subsection*{4.2. Fractional sub-equation method}

According to the the fractional sub-equation approach, to begin with, let me introduce the following transformation
\[
\begin{equation*}
u(x, t)=u(\Omega), \quad \Omega=x+c t \tag{4.9}
\end{equation*}
\]
where \(c\) is a constant. Substitution of (4.9) into (1.1) leads to the following nonlinear ODE
\[
\begin{equation*}
c^{\alpha} D_{\Omega}^{\alpha} u+a u_{n \Omega}+b u^{m} u_{\Omega}=0 . \tag{4.10}
\end{equation*}
\]

Next, by equating the highest order derivative terms and nonlinear terms in (4.10), one has
\[
\begin{equation*}
A+n=A m+A+1 \Leftrightarrow m A=n-1 . \tag{4.11}
\end{equation*}
\]

For simplicity, we only consider the following cases ( \(n \leq 3\) ).
Case 1: If \(n=2, m=1\), we have \(A=1\), based on the fractional sub-equation approach, Eq. (4.2) has the following formal solution
\[
\begin{equation*}
u=c_{0}+c_{1} \phi, \quad c_{1} \neq 0 \tag{4.12}
\end{equation*}
\]

Inserting Eq.(4.12) along with the Riccati equation \(D_{\Omega}^{\alpha} \phi=\sigma+\phi^{2}\) into (4.10), and taking the coefficients of \(\phi^{i}(i=0,1,2,3)\) to be zero, we obtain some algebraic equations, then solving the obtained algebraic equations, we get
\[
\begin{equation*}
a=a, b=b, \alpha=\alpha, c=\left(-b c_{0}\right)^{\frac{1}{\alpha}} c_{0}=c_{0}, \sigma=\sigma, c_{1}=-\frac{2 a}{b} . \tag{4.13}
\end{equation*}
\]

According to Step 2 in Ref. [48], we obtain the travelling wave solutions of Eq.(1.1) as follow
\[
\begin{align*}
& u_{1}(x, t)=c_{0}+\frac{2 a}{b} \sqrt{-\sigma} \tanh _{\alpha}(\sqrt{-\sigma} \Omega), \sigma<0 \\
& u_{2}(x, t)=c_{0}+\frac{2 a}{b} \sqrt{-\sigma} \operatorname{coth}_{\alpha}(\sqrt{-\sigma} \Omega), \sigma<0 \\
& u_{3}(x, t)=c_{0}-\frac{2 a}{b} \sqrt{\sigma} \tan _{\alpha}(\sqrt{\sigma} \Omega), \sigma>0 \\
& u_{4}(x, t)=c_{0}+\frac{2 a}{b} \sqrt{\sigma} \cot _{\alpha}(\sqrt{\sigma} \Omega), \sigma>0 \\
& u_{5}(x, t)=c_{0}+\frac{2 a}{b} \frac{\Gamma(1+\alpha)}{\Omega^{\alpha}+\omega}, \omega \text { is a const, } \sigma=0 \tag{4.14}
\end{align*}
\]
where \(\Omega=x+c t, a, b, c_{0}, \sigma\) are all arbitrary constants, and the generalized hyperbolic and trigonometric functions are given by
\[
\begin{align*}
& \tanh _{\alpha}(x)=\frac{\sinh _{\alpha}(x)}{\cosh _{\alpha}(x)}, \quad \operatorname{coth}_{\alpha}(x)=\frac{\cosh _{\alpha}(x)}{\sinh _{\alpha}(x)}, \quad \sinh _{\alpha}(x)=\frac{E_{\alpha}\left(x^{\alpha}\right)-E_{\alpha}\left(-x^{\alpha}\right)}{2}, \\
& \cosh _{\alpha}(x)=\frac{E_{\alpha}\left(x^{\alpha}\right)+E_{\alpha}\left(-x^{\alpha}\right)}{2}, \quad \tan _{\alpha}(x)=\frac{\sin _{\beta}(x)}{\cos _{\beta}(x)}, \quad \cot _{\alpha}(x)=\frac{\cos _{\beta}(x)}{\sin _{\beta}(x)}, \\
& \sin _{\alpha}(x)=\frac{E_{\alpha}\left(i x^{\alpha}\right)-E_{\alpha}\left(-i x^{\alpha}\right)}{2 i}, \quad \cos _{\alpha}(x)=\frac{E_{\alpha}\left(i x^{\alpha}\right)+E_{\alpha}\left(-i x^{\alpha}\right)}{2}, \tag{4.15}
\end{align*}
\]
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and the Mittag-Leffler function is defined by
\[
\begin{equation*}
E_{\alpha}(\alpha)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(1+k \alpha)} \tag{4.16}
\end{equation*}
\]

Case 2: If \(n=3, m=2\), we have \(A=1\), thus Eq. (4.2) has the following formal solution
\[
\begin{equation*}
u=c_{0}+c_{1} \phi, \quad c_{1} \neq 0 . \tag{4.17}
\end{equation*}
\]

Inserting Eq.(4.17) along with the equation \(D_{\Omega}^{\alpha} \phi=\sigma+\phi^{2}\) into (4.17), and collecting the coefficients of \((\phi)^{i}(i=0,1,2,3,4)\) to be zero, Then tackling the obtained algebraic equations, we get
\[
\begin{equation*}
a=a, b=b \quad c_{0}=0, c_{1}^{2}=-\frac{6 a}{b}, c=(-2 a \sigma)^{\frac{1}{\alpha}}, \sigma=\sigma \tag{4.18}
\end{equation*}
\]

In a similar way, the travelling wave solutions of Eq.(1.1) is of the following form
\[
\begin{align*}
& u_{1}(x, t)=-\sqrt{-\frac{6 a}{b}} \sqrt{-\sigma} \tanh _{\alpha}(\sqrt{-\sigma} \Omega), \sigma<0 \\
& u_{2}(x, t)=-\sqrt{-\frac{6 a}{b}} \sqrt{-\sigma} \operatorname{coth}_{\alpha}(\sqrt{-\sigma} \Omega), \sigma<0 \\
& u_{3}(x, t)=\sqrt{-\frac{6 a}{b}} \sqrt{\sigma} \tan _{\alpha}(\sqrt{\sigma} \Omega), \sigma>0 \\
& u_{4}(x, t)=-\sqrt{-\frac{6 a}{b}} \sqrt{\sigma} \cot _{\alpha}(\sqrt{\sigma} \Omega), \sigma>0 \\
& u_{5}(x, t)=\sqrt{-\frac{6 a}{b}} \frac{\Gamma(1+\alpha)}{\Omega^{\alpha}+\omega}, \omega \text { is a const, } \sigma=0 \tag{4.19}
\end{align*}
\]
where \(\Omega=x+c t, a, b, c_{0}, \sigma\) are all arbitrary constants, and the generalized hyperbolic and trigonometric functions are defined in Eq.(4.15).

Case 3: If \(n=3, m=1\), we have \(A=2\), the exact solution of this case has been presented in [39].
In the following, in order to help us analyse the properties of the travelling wave solutions well, Figs.4-5 of the travelling wave solutions ((4.14) and (4.19)) are plotted by choosing the appropriate parameters.


Figure 4. (Color online) The solution \(u_{1}\) (4.14) of Eq.(1.1) by choosing suitable parameters: \(c_{0}=1, a=1, b=\) \(1, \alpha=1, \sigma=-1\), (a) Perspective view of the real part of the wave. (b) The overhead view of the wave. (c) The
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wave propagation pattern of the wave along the \(t\) axis.


Figure 5. (Color online) The solution \(u_{1}\) (4.19) of Eq.(1.1) by choosing suitable parameters: \(c_{0}=0, a=\) \(-1, b=6, \sigma=-1, \alpha=1\), (a) Perspective view of the real part of the wave. (b) The overhead view of the wave. (c) The wave propagation pattern of the wave along the \(t\) axis.

\section*{5. Conservation laws}

In the present section, the conservation laws of Eq.(1.1) are derived on the basic of the Lie point symmetry (3.4).

Based on the definition of conserved vector for inter-order PDEs, a conserved vector \(\mathcal{I}=\left(\mathcal{I}^{t}, \mathcal{I}^{x}\right)\) for Eq.(1.1) admits the following conservation equation
\[
\begin{equation*}
D_{t}\left(\mathcal{I}^{t}\right)+\left.D_{x}\left(\mathcal{I}^{x}\right)\right|_{(1.1)}=0 . \tag{5.1}
\end{equation*}
\]

It is not hard to find that Eq.(1.1) can be written in the form of conservation law with
\[
\begin{equation*}
I_{0}^{t}=D_{t}^{\alpha-1} u, \quad I_{0}^{x}=a u_{(n-1) x}+\frac{b}{m+1} u^{m+1} \tag{5.2}
\end{equation*}
\]

In Ref. [16], a new conservation theorem is presented to derive conservation laws for differential equations. According to the new conservation theorem [16], the form Lagrangian for Eq.(1.1) is given by
\[
\begin{equation*}
\mathcal{H}=\psi(x, t)\left(D_{t}^{\alpha} u+a u_{n x}+b u^{m} u_{x}\right), \tag{5.3}
\end{equation*}
\]
where \(\psi(x, t)\) is a new dependent variable. The adjoint equation of Eq.(1.1) are determined by
\[
\begin{equation*}
\mathcal{F}=\frac{\delta \mathcal{H}}{\delta u}=0 \tag{5.4}
\end{equation*}
\]
in which \(\frac{\delta}{\delta u}\) is defined by
\[
\begin{equation*}
\frac{\delta}{\delta u}=\frac{\partial}{\partial u}+\left(D_{t}^{\alpha}\right)^{*} \frac{\partial}{\partial D_{t}^{\alpha} u}-D_{x} \frac{\partial}{\partial u_{x}}+D_{x}^{2} \frac{\partial}{\partial u_{x x}}+\sum_{k=3}^{\infty}(-1)^{k} D_{i_{1}} \cdots D_{i_{k}} \frac{\partial}{\partial u_{i_{1}, \cdots, i_{k}}} \tag{5.5}
\end{equation*}
\]
and \(\left(D_{t}^{\alpha}\right)^{*}\) is the adjoint operator for the \(D_{t}^{\alpha}\). In view of the Riemann-Liouville fractional differential operators, we have
\[
\begin{align*}
& \left(D_{t}^{\alpha}\right)^{*}=(-1)^{n} \mathcal{P}_{T}^{n-\alpha}\left(D_{t}^{n}\right)=\left(D_{T}^{\alpha}\right)_{t}^{I}, \\
& \mathcal{P}_{T}^{n-\alpha} f(t, x)=\frac{1}{\Gamma(n-\alpha)} \int_{t}^{T} \frac{f(\tau, x)}{(\tau-t)^{1+\alpha-n}} d \tau, \quad n=[\alpha]+1, \tag{5.6}
\end{align*}
\]
in which \(\left(D_{T}^{\alpha}\right)_{t}^{T}\) is the right-sided Caputo operator.
Substitution of (5.3) into (5.4) leads to the adjoint equation of Eq.(1.1) admitting the following expression
\[
\begin{equation*}
\mathcal{F}=\left(D_{t}^{\alpha}\right)^{*} \psi+(-1)^{n} \psi_{n x}-b u^{m} \psi=0 . \tag{5.7}
\end{equation*}
\]

Invoking Ref. [16], Eq.(1.1) arrives at the following conservation law
\[
\begin{equation*}
D_{t} I_{i}^{t}+D_{x} I_{i}^{x}=0, \tag{5.8}
\end{equation*}
\]
where the conserved vector \(I=\left(I^{t}, \mathcal{I}^{x}\right)\) has a new form
\[
\begin{align*}
& I_{i}^{x}=W_{i} \frac{\delta \mathcal{H}}{\delta u_{x}}+D_{x}\left(W_{i}\right) \frac{\delta \mathcal{H}}{\delta u_{x x}}+\ldots+D_{x}^{n-1}\left(W_{i}\right) \frac{\delta \mathcal{H}}{\delta u_{n x}}, \\
& I_{i}^{t}=\sum_{k=0}^{n-1}(-1)^{k} D_{t}^{\alpha-1-k}\left(W_{i}\right) D_{t}^{k}\left[\frac{\partial \mathcal{H}}{\partial\left(D_{t}^{\alpha} u\right)}\right]-(-1)^{n} \mathcal{J}\left[W_{i}, D_{t}^{n}\left(\frac{\partial \mathcal{H}}{\partial\left(D_{t}^{\alpha} u\right)}\right)\right], n=[\alpha]+1, \tag{5.9}
\end{align*}
\]
here \(W_{i}=\eta_{i}-\xi_{i} u_{x}-\tau_{i} u_{t}\) and the integral \(\mathcal{J}\) is given by
\[
\begin{equation*}
\mathcal{J}=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t} \int_{t}^{T} \frac{f(\lambda, x) g(\mu, x)}{(\mu-\lambda)^{\alpha+1-n}} d \lambda d \mu . \tag{5.10}
\end{equation*}
\]

Then according to the Lie point symmetries (3.4), we obtain the following conserved vectors for Eqs.(1.1).
Case 1: To the generator \(X_{1}=\frac{\partial}{\partial x}\), we obtain the corresponding Lie characteristic function
\[
\begin{equation*}
W_{1}=-u_{x} . \tag{5.11}
\end{equation*}
\]

Substitution of (5.11) into (5.9) yields the following conserved vector
\[
\begin{align*}
& I_{1}^{x}=W_{1}\left[\frac{\partial \mathcal{H}}{\partial u_{x}}+(-1)^{n} D_{x}^{n-1} \frac{\partial \mathcal{H}}{\partial u_{n x}}\right]+D_{x}^{n-1}\left(W_{1}\right) \frac{\partial \mathcal{H}}{\partial u_{n x}}, \\
& I_{1}^{t}=-\mathcal{P}_{t}^{1-\alpha}\left(-W_{1}\right) \phi-\mathcal{J}\left(-W_{1}, \phi_{t}\right) . \tag{5.1}
\end{align*}
\]

Case 2: To the generator \(X_{2}=x \frac{\partial}{\partial x}+\frac{n}{\alpha} t \frac{\partial}{\partial t}+\frac{(1-n)}{p} u \frac{\partial}{\partial u}\), we have the corresponding Lie characteristic function
\[
\begin{equation*}
W_{2}=-x u_{x}-\frac{n t}{\alpha} u_{t}+\frac{(1-n)}{p} u . \tag{5.13}
\end{equation*}
\]

Substitution of (5.11) into (5.9) yields the following conserved vector
\[
\begin{align*}
\mathcal{I}_{1}^{x} & =W_{2}\left[\frac{\partial \mathcal{H}}{\partial u_{x}}+(-1)^{n} D_{x}^{n-1} \frac{\partial \mathcal{H}}{\partial u_{n x}}\right]+D_{x}^{n-1}\left(W_{2}\right) \frac{\partial \mathcal{H}}{\partial u_{n x}}, \\
\mathcal{I}_{2}^{t} & =\mathcal{P}_{t}^{1-\alpha}\left(-W_{2}\right) \phi+\mathcal{J}\left(-W_{2}, \phi_{t}\right) . \tag{5.14}
\end{align*}
\]
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Summing up the above detailed analysis, the following theorem is easily established.
Theorem 5.1 The time-fractional generalized KdV-type equation (1.1) has the following conservation laws
\[
\begin{equation*}
D_{t}\left(I_{i}^{t}\right)+D_{x}\left(I_{i}^{x}\right)=0, \quad i=1,2 \tag{5.15}
\end{equation*}
\]
where \(I_{i}^{t}\) are shown in (5.2),(5.12) and (5.14).

\section*{6. Conclusions and discussions}

In this work, the time-fractional generalized KdV-type equation (1.1) is systematically investigated, which can be reduced to the ones of several important equations such as KdV (1.2), FS-KdV (1.3), F-Burgers (1.4), FF-KdV (1.5) and so on. Then, all the results obtained here can also be reduced to ones of such important equations. The symmetry properties, similarity reduction forms of (1.1) are constructed by using Lie symmetry method. Besides, based on the sub-equation method, we present the travelling wave solutions for the special forms of Eq.(1.1). Then power series solution of Eq. (1.1) is also constructed by using the power series method. Finally, based on a new conservation theorem [16], conservation laws of Eq.(1.1) are derived with the use of its vector fields (3.4) . The paper shows that Lie symmetry analysis method, the sub-equation method and the power series method provide the direct and powerful mathematical tools to further study other fractional differential equations in mathematical physics.
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