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In the paper, we study real forms of the complex generic Neumann system. We prove that the real forms are completely integrable Hamiltonian systems. The complex Neumann system is an example of the more general Mumford system. The Mumford system is characterized by the Lax pair \((L^C(\lambda), M^C(\lambda))\) of \(2 \times 2\) matrices, where \(L^C(\lambda) = \begin{bmatrix} V^C(\lambda) & W^C(\lambda) \\ U^C(\lambda) - V^C(\lambda) \end{bmatrix}\) and \(U^C(\lambda), V^C(\lambda), W^C(\lambda)\) are suitable polynomials. The topology of a regular level set of the moment map of a real form is determined by the positions of the roots of the suitable real form of \(U^C(\lambda)\), with respect to the position of the values of suitable parameters of the system. For two families of the real forms of the complex Neumann system, we describe the topology of the regular level set of the moment map. For one of these two families the level sets are noncompact.

In the paper, we also give the formula which provides the relation between two systems of the first integrals in involution of the Neumann system. One of these systems is obtained from the Lax pair of the Mumford type, while the second is obtained from the Lax pair whose matrices are of dimension \((n + 1) \times (n + 1)\).
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1. Introduction

A Hamiltonian system \((M^{2n}, \omega, H)\) on a symplectic manifold \((M^{2n}, \omega)\) is completely integrable, if there exist \(n\) functionally independent first integrals \(H = H_1, H_2, ..., H_n\), which Poisson commute. The connected components of the level sets of regular values of the moment map \(\tilde{H} = (H_1, ..., H_n)\) are diffeomorphic to \(T^k \times \mathbb{R}^{n-k}\). The solutions of the system are linearized on the level sets. This is the contents of the Arnold-Liouville theorem.

Let \((q, p) \in T^n\mathbb{R}^{n+1}\) be ambient coordinates and \(A = \text{diag}(a_1, ..., a_{n+1})\). The C. Neumann system is a Hamiltonian system \((T^nS^n, \omega, H)\) on the cotangent bundle of the sphere where \(\omega = \sum_{j=1}^{n+1} dq_j \wedge dp_j\) and the Hamiltonian \(H\) is

\[
H(q, p) = \frac{1}{2}(|q|^2|p|^2 - \langle q, p \rangle^2) + \frac{1}{2}(2 - |q|^2)\langle q, Aq \rangle.
\]  (1.1)

The Hamiltonian (1.1) is a modification of the Hamiltonian \(H^{**}(q, p) = \frac{1}{2}|p|^2 + \frac{1}{2}\langle q, Aq \rangle\) of the system of \(n + 1\) particles in the simple harmonic oscillation. This modification ensures that the particle stays in \(T^nS^n\) and is well described in [3]. The Hamiltonian system of differential equations
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corresponding to the Neumann system is then $\dot{q} = \{q_j, H\}_{T^*S}$ and $\dot{p} = \{p_j, H\}_{T^*S}$, i.e
\[ \dot{q} = p, \quad \dot{p} = -Aq - (|p|^2 - (q, Aq))q. \]

The starting point of our study is a generic case of the Neumann system with spring constants $a_1 < a_2 < \ldots < a_{n+1}$. Such a system is completely Liouville integrable and it is a typical example of completely algebraically integrable systems (see [10], [12]). First integrals $F_1, \ldots, F_{n+1}$ are so-called Uhlenbeck’s integrals (see [10], [13], [18]). If the constants $a_1, \ldots, a_{n+1}$ are positive, the Hamiltonian $H$ is a proper function and by the Arnold-Liouville theorem the connected components of the level set of the moment map $\tilde{F} : (q, p) \rightarrow (F_1(q, p), \ldots, F_n(q, p))$ for a regular value $c \in \mathbb{R}^n$ are $n$-dimensional tori $T^n$. If we omit the condition of the positivity of the spring constants, the Hamiltonian does not need to be proper. To prove that the connected components of the level sets are still tori and to count all tori in a fibre $\tilde{F}^{-1}(c)$, we need some algebraic geometry.

C. Neumann system has the natural complexification $(T^*(S^n)^C, \omega^C, H^C)$ and this is an example of the Mumford system (see [8], [10], [17]), so the equations of motion are equivalent to a Lax equation. In [10], it is proved that if the spectral curve $\mathcal{C}_h$ is smooth, the level set of the moment map (of the system’s first integrals) is isomorphic to Jac($\mathcal{C}_h \setminus \Theta$) where $\Theta$ is the theta divisor. Furthermore, it is shown that every connected component of the level set of the moment map for the real Neumann system is isomorphic to the torus $T^n$. Consequently, it is possible to count the number of connected components (see description in [4]).

We know that the complex quadric $(S^n)^C$ has $n+1$ real structures parameterized by the signature. Because the spring constants are ordered, the real forms of the complex Neumann system with the same signature, but with different sequences of pluses and minuses, do not need to be equivalent. Therefore, we shall precisely denote all real forms of the Mumford system. If $\mathcal{S} \subseteq \{1, 2, \ldots, n+1\}$, let $\varepsilon_{\mathcal{S}, j} = 1$ if $j \in \mathcal{S}$ and $\varepsilon_{\mathcal{S}, j} = -1$ if $j \in \mathcal{S}^c$. We denote by $J_{\mathcal{S}}$ the diagonal matrix with $1$ on positions in $\mathcal{S}$ and $-1$ elsewhere. Consider the antiholomorphic involutive automorphism:
\[ \tau_{\mathcal{S}} : T^* \mathbb{C}^{n+1} \longrightarrow T^* \mathbb{C}^{n+1}, \quad (Q, P) \longmapsto (J_{\mathcal{S}}Q, J_{\mathcal{S}}P). \]

The real form of the complex Neumann system regarding $\tau_{\mathcal{S}}$ is the Hamiltonian system written as $(T^*H^\mathcal{S}, \omega^\mathcal{S}, H^\mathcal{S})$. In the special cases, when $\mathcal{S} = \{1, 2, \ldots, k\}$ or $\mathcal{S}$ is the singleton $\mathcal{S} = \{k\}$ for some $k \in \{1, \ldots, n+1\}$, we shall denote the new Hamiltonian systems by $(T^*H^\mathcal{S}, \omega_k, H_k)$ and $(T^*H^\mathcal{S}_{\{k\}}, \omega_{\{k\}}, H_{\{k\}})$ respectively.

Our first aim in this paper is to prove that the real forms $(T^*H^\mathcal{S}, \omega^\mathcal{S}, H^\mathcal{S})$ of the complex Neumann system are completely integrable and write down their first integrals. Our second and principal aim is to describe the geometry of the level sets of the moment map of the new real Hamiltonian systems $(T^*H^\mathcal{S}, \omega_k, H_k)$ and $(T^*H^\mathcal{S}_{\{k\}}, \omega_{\{k\}}, H_{\{k\}})$. We prove the following theorems:

**Theorem 1.1.** Connected components of the regular level set of the moment map of the Hamiltonian systems $(T^*H^\mathcal{S}, \omega_k, H_k)$ for $k = 1, 2, \ldots, n+1$ are tori $T^n = S^1 \times \ldots \times S^1$.

**Theorem 1.2.** Connected components of the regular level set of the moment map of the Hamiltonian systems $(T^*H^\mathcal{S}_{\{k\}}, \omega_{\{k\}}, H_{\{k\}})$ for $k = 2, \ldots, n+1$ are non-compact sets $\mathbb{R} \times T^{n-1} = \mathbb{R} \times S^1 \times \ldots \times S^1$.

We study only these two families of the real forms because the topology of their level sets in both cases is independent of the position of the regular value in the bifurcation diagram of the moment.
Examples 2.1 and 5.1 show that for the other real forms special attention must be paid to the position of the regular value in the bifurcation diagrams and this requires further study.

The sphere $S^n$ is a case of a symmetric space. One can construct integrable systems, similar to the Neumann’s system on more general symmetric spaces (see [2], [14], [15]). In these constructions the use of real structures is essential. In the future, one could study the topology of the Arnold-Liouville sets of these systems and their relatives. In a more speculative vein, one could study certain properties of the (generalized) Maxwell-Bloch equation, which can be seen as chains of Neumann systems (see [16]).

Through studying the level sets of the moment maps for the real forms of the complex Neumann system, new coordinates on equiaxed hyperboloids are obtained. We call them conical hyperboloidal coordinates and we define them in the next section. In section 3, we define complexification and real forms of constraint manifolds and constrained Hamiltonian systems. Furthermore, we find a family of complex analytic functions on $T^*C^n+1$ whose real forms with respect to the involution $\tau_4$ are easily calculated. In section 4, we write down the Lax equation of the real forms of complex Neumann system. We prove that these new systems are completely integrable. We give the formula of the relations between Uhlenbeck’s integrals and the first integrals appearing in Ratiu’s paper [12]. In section 5, we prove theorems 1.1 and 1.2.

2. Elliptic spherical and conical hyperboloidal coordinates

In this section we shall expand the definition of the elliptic spherical coordinates and define the conical hyperboloidal coordinates on equiaxed hyperboloids. The elliptic spherical coordinates on $S^2$ were used by Carl Neumann in [11] and they are represented as a limit case of elliptic coordinates in [1]. The general definition on $S^n$ is described in [4], [9].

Let $q_1, \ldots, q_{n+1}$ be coordinates in $\mathbb{R}^{n+1}$ and $a_1 < a_2 < \ldots < a_n < a_{n+1}$ real constants. Consider two polynomials

$$A(\lambda) = \prod_{j=1}^{n+1}(\lambda - a_j) \quad \text{and} \quad U(\lambda) = A(\lambda) \sum_{j=1}^{n+1} \frac{q_j^2}{\lambda - a_j}.$$ 

Let $\mathcal{S} = \{m, m+1, \ldots, k\} \subseteq \{1, 2, \ldots, n+1\}$ for some $m \in \{1, 2, \ldots, n+1\}$ and some $k \in \{m, m+1, \ldots, n+1\}$. Further, let $\varepsilon_{\mathcal{S}, j} = 1$ if $j \in \mathcal{S}$ and $\varepsilon_{\mathcal{S}, j} = -1$ if $j \in \mathcal{S}^c$ and define another polynomial

$$U_{\mathcal{S}}(\lambda) := A(\lambda) \sum_{j=1}^{n+1} \varepsilon_{\mathcal{S}, j} \frac{q_j^2}{\lambda - a_j}.$$ 

**Definition 2.1.** Conical hyperboloidal coordinates $u_{\mathcal{S}, 1}, \ldots, u_{\mathcal{S}, n}$ on the hyperboloid $\sum_{j=1}^{n+1} \varepsilon_{\mathcal{S}, j} q_j^2 = 1$ where $\prod_{j=1}^{n+1} q_j \neq 0$ are the solutions of the equation $\sum_{j=1}^{n+1} \varepsilon_{\mathcal{S}, j} \frac{q_j^2}{\lambda - a_j} = 0$, i.e. the roots of the polynomial $U_{\mathcal{S}}(\lambda)$.

**Remark 2.1.** For $\mathcal{S} = \{1, \ldots, n+1\}$ we get the elliptic spherical coordinates $u_1, \ldots, u_n$, which are the roots of the polynomial $U(\lambda)$. It can be seen easily, that we have $a_1 < u_1 < a_2 < u_2 < \ldots < u_n < a_{n+1}$.

That the conical hyperboloidal coordinates are well defined we have to prove the following proposition:
Proposition 2.1. If \( \mathcal{S} = \{m, m+1, \ldots, k\} \) for some \( m \in \{1, 2, \ldots, n+1\} \), some \( k \in \{m, \ldots, n+1\} \) and \( \sum_{j=1}^{n+1} \varepsilon_{\mathcal{S}, j} q_j^2 = 1 \), the equation

\[
\sum_{j=1}^{n+1} \varepsilon_{\mathcal{S}, j} \frac{q_j^2}{\lambda - a_j} = 0
\]  

(2.1)

has \( n \) real roots \( u_1, \ldots, u_n \). In relation to the constants \( a_j \), they are ordered in the following way:

1. if \( m = 1 \), we have \( \mathcal{S} = \{1, \ldots, k\} \) and

\[
a_1 < u_1 < \ldots < u_{k-1} < a_k < u_k < \ldots < u_n < u_{n-1} < a_{n+1} < u_n.
\]

(2.2)

2. if \( m = 2, \ldots, n \) and \( k = m \), we have the singleton \( \mathcal{S} = \{k\} \) for \( k = 2, \ldots, n \) and

\[
u_1 < a_1 < u_2 < a_2 < \ldots < u_{k-1} < a_k < a_{k+1} < u_k < a_{k+2} < u_{k+1} < \ldots
\]

\[
... < u_n < u_{n-1} < a_{n+1} < u_n.
\]

(2.3)

3. if \( k = m = n + 1 \), we have \( \mathcal{S} = \{n + 1\} \) and

\[
u_1 < a_1 < u_2 < a_2 < \ldots < u_{m-1} < a_m < u_m < a_{m+1} < u_{m+1} < \ldots
\]

\[
... < u_{k-1} < a_k < a_{k+1} < u_k < a_{k+2} < u_{k+1} < \ldots < u_{n-1} < a_{n+1} < u_n.
\]

4. if \( m = 2, \ldots, n \) and \( k = m + 1, \ldots, n \):

\[
u_1 < a_1 < \ldots < u_{m-1} < a_m < u_m < a_{m+1} < u_{m+1} < \ldots
\]

\[
... < u_{k-1} < a_k < a_{k+1} < u_k < a_{k+2} < u_{k+1} < \ldots < u_{n-1} < a_{n+1} < u_n.
\]

5. if \( m = 2, \ldots, n \) and \( k = n + 1 \):

\[
u_1 < a_1 < \ldots < u_{m-1} < a_m < u_m < a_{m+1} < u_{m+1} < \ldots < u_{n+1} < u_n < a_n < a_{n+1}.
\]

Proof. We shall prove only item 4. Other items can be proved similarly. The roots of the equation (2.1) are zeros of the polynomial

\[
U_{\{m, \ldots, k\}}(\lambda) = -\sum_{j=1}^{m-1} q_j^2 \prod_{l=1 \atop l \neq j}^{n+1} (\lambda - a_l) + \sum_{j=m}^{k} q_j^2 \prod_{l=1 \atop l \neq j}^{n+1} (\lambda - a_l) - \sum_{j=k+1}^{n+1} q_j^2 \prod_{l=1 \atop l \neq j}^{n+1} (\lambda - a_l).
\]

If \( m = 2, \ldots, n \) and \( k = m + 1, \ldots, n \), we have

\[
\text{sgn}(U_{\{m, \ldots, k\}}(a_j)) = \begin{cases} (-1)^{n-j-1} & \text{if } j = m, \ldots, k \\ (-1)^{n-j} & \text{if } j = 1, \ldots, m-1 \text{ or } j = k+1, \ldots, n+1. \end{cases}
\]

(2.4)

There are \( m-2 \) real roots of \( U_{\{m, \ldots, k\}} \) in \((a_1, a_{m-1})\), within \((a_m, a_k)\) there are \( k-m \) real roots and \( n-k \) real roots are in \((a_{k+1}, a_{n+1})\). We have \( n-2 \) real roots in \((a_1, a_n)\). Since \( \text{sgn}(U_{\{m, \ldots, k\}}(a_{n+1})) = -1 \) for the monic polynomial \( U_{\{m, \ldots, k\}} \) there exists another root in \((a_{n+1}, \infty)\). From (2.4), \( \text{sgn}(U_{\{m, \ldots, k\}}(a_1)) = (-1)^{n-1} \). But \( U_{\{m, \ldots, k\}} \) is monic of degree \( n \), hence \( \text{sgn}(U_{\{m, \ldots, k\}}(\lambda)) = (-1)^n \) if \( \lambda < < 0 \). Therefore, we have another (and the last one) root in \((-\infty, a_1)\).

\[\square\]

The meromorphic function \( \sum_{j=1}^{n+1} \varepsilon_{\mathcal{S}, j} \frac{q_j^2}{\lambda - a_j} = \frac{U_{\mathcal{S}}(\lambda)}{\Delta(\lambda)} = \prod_{j=1}^{n+1} (\lambda - a_j) \) of variable \( \lambda \) has simple poles at \( a_j \) and the coefficients \( \varepsilon_{\mathcal{S}, j} q_j^2 \) are the residues of \( \frac{U_{\mathcal{S}}(\lambda)}{\Delta(\lambda)} \). Next example shows that conical hyperboloidal coordinates do not exist everywhere for every \( \mathcal{S} \).
Example 2.1. Consider coordinates \((q_1, q_2, q_3) \in \mathbb{R}^3\) and the constants \(a_1 < a_2 < a_3\). Take \(\mathcal{S} = \{1, 3\}\). We have hyperboloid \(q_1^2 - q_2^2 + q_3^2 = 1\) and

\[
U_{\{1,3\}}(\lambda) = \lambda^2 + \left( - (a_2 + a_3)q_1^2 + (a_1 + a_3)q_2^2 - (a_1 + a_2)q_3^2 \right) \lambda + a_2 a_3 q_1^2 - a_1 a_3 q_2^2 + a_1 a_2 q_3^2.
\]

with discriminant \(D = ((a_1 - a_3) + (a_1 - a_2)q_1^2 + (a_3 - a_2)q_3^2)^2 - 4(a_1 - a_2)(a_1 - a_3)q_1^2\). If we fix constants \(a_1 = 1\), \(a_2 = 2\) and \(a_3 = 3\), the discriminant above at the point \((q_1, q_2, q_3) = (1, 1, 1)\) is negative but at \((1, 3, 3)\) is positive.

3. Complexification and real forms

We shall define Hamiltonian systems on hyperboloids as real forms of the complex Neumann system. We will outline the complexification of a Hamiltonian system as it is done in [5] and apply such a construction to a constraint system. Since in this section the order of spring constants \(a_1, \ldots, a_{n+1}\) is not important, we shall mostly work with real forms corresponding to the antiholomorphic involutive automorphisms \(\tau_\mathcal{S}\) (see (1.3) in Introduction) for \(\mathcal{S} = \{1, \ldots, k\}\).

3.1. Complexification and real forms in an ambient space.

Likewise Gerdjikov et al. in [5], we begin with a real Hamiltonian system \(\{T^*\mathbb{R}^{n+1}, \omega, H\}\), where \(T^*\mathbb{R}^{n+1}\) has coordinates \((q, p) = (q_1, \ldots, q_{n+1}, p_1, \ldots, p_{n+1})\), \(\omega = \sum_{j=1}^{n+1} dq_j \wedge dp_j\) and \(H\) is Hamiltonian (usually real analytic function). Complexifying \(\{T^*\mathbb{R}^{n+1}, \omega, H\}\), we get the system \(\{T^*\mathbb{C}^{n+1}, \omega^C, H^C\}\). Real coordinates \((q, p)\) become complex coordinates \((Q, P)\) and we write \(Q_j = q_j + iq_{j+1}\) and \(P_j = p_j + ip_{j+1}\). The symplectic form is \(\omega^C = \sum_{j=1}^{n+1} dQ_j \wedge dP_j\) and \(H^C\) is the natural extension of \(H\) to \(T^*\mathbb{C}^{n+1}\). Denote by \(H^C_2\) and \(H^C_1\) the real part and the imaginary part of the complex function \(H^C\) and by \(\omega^C_2\) and \(\omega^C_1\) the real part and the imaginary part of the complex form \(\omega^C\). If the initial system \(\{T^*\mathbb{R}^{n+1}, \omega, H\}\) is completely integrable, then the complexified Hamiltonian system \(\{T^*\mathbb{C}^{n+1}, \omega^C, H^C\}\) is completely integrable in the complex. Consider the antiholomorphic involutive automorphism \(\tau_k : \mathbb{C}^{n+1} \to \mathbb{C}^{n+1}\) defined by

\[
\tau_k(Q) = J_k \bar{Q} \quad \text{for} \quad J_k = \text{diag}\{1, \ldots, 1, -1, \ldots, -1\}. \tag{3.1}
\]

The space \(\mathbb{R}^{n+1}_k := \{(q_1, \ldots, q_{n+1}, i q_{k+1}, \ldots, i q_{n+1})\}\) is defined to be the fixed point set of the involutive automorphism \(\tau_k\). We can lift the involution \(\tau_k\) to the cotangent bundle \(T^*\mathbb{C}^{n+1}\) in the natural way. Denote this lift by \(\tau_k\) too. Fixed points of the lifted \(\tau_k\) determine the set

\[
T^*\mathbb{R}^{n+1}_k = \{(q_1, \ldots, q_{n+1}, i q_{k+1}, \ldots, i q_{n+1})\} \cong \{(q_1, \ldots, q_{n+1}, p_1, \ldots, p_{n+1})\}.
\]

The involution \(\tau_k\) acts on functions by \(\tau_k(f^C(Q, P)) := f^C(\tau_k(Q, P))\). For a real analytic function \(f\) and its complexification \(f^C\), the involution \(\tau_k\) defines the real form \(f_k(q, p)\) by

\[
f_k(q, p) := \frac{1}{2} (f^C(Q, P) + \tau_k(f^C(Q, P))) \bigg|_{T^*\mathbb{R}^{n+1}_k}. \tag{3.2}
\]

Lemma 3.1. If a polynomial \(f: T^*\mathbb{R}^{n+1}_k \to \mathbb{R}\) in \(2(n + 1)\) variables \(q_1, \ldots, q_{n+1}, p_1, \ldots, p_{n+1}\) contains only monomials \(\prod_{j=1}^{n+1} q_j^{m_j} p_j^{r_j}\) where \(m_1, \ldots, m_{n+1}, r_1, \ldots, r_{n+1}\) are even or \(m_j\) is odd and \(r_j\) is odd for
some $j$, the real form of its complexification is simply $f_k(q, p) = f_0^C(Q, P)|_{T^*\mathbb{R}^{n+1}} = f_0^C(Q, P)|_{T^*\mathbb{R}^{n+1}}$.

**Proof.** It is enough to prove the lemma for the monomial $f(q, p) = \prod_{j=1}^{n+1} q_j^{m_j} p_j^{q_j}$. By the assumption, the number $m_{k+1} + \ldots + m_{n+1} + r_{k+1} + \ldots + r_{n+1}$ is even and we have

$$\frac{1}{2} (f_0^C(Q, P) + \tau_k(f_0^C(Q, P))) = \frac{1}{2} (\prod_{j=1}^{n+1} Q_j^{m_j} P_j^{q_j} + \prod_{j=1}^{n+1} Q_j^{m_j} P_j^{q_j}) = f_0^C(Q, P).$$

However, $Q_j^2 = (q_j^2, q_j^2, i q_j, 0)$ and $P_j^2 = (p_j^2, p_j^2, 0, i p_j)$, similarly $Q_j^0 = (q_j^2, 0, q_j, 0)$, $P_j^0 = (0, p_j^2, i p_j, 0)$, and $Q_j P_j = (q_j^2 p_j^2, 0, q_j p_j, 0)$. From the assumption on exponents, every summand in the imaginary part of $\prod_{j=1}^{n+1} Q_j^m P_j^{q_j}$ contains at least one of the factors $q_j, q_j, p_j, p_j$ for some $j$. But these factors vanish in the restriction to the $T^*\mathbb{R}^{n+1}$. Therefore, $f_0^C(Q, P)|_{T^*\mathbb{R}^{n+1}} = 0$.

If $\langle q, \bar{q} \rangle = \sum_{j=1}^{n+1} q_j q_j$ is the standard inner product in $\mathbb{R}^{n+1}$ defining the Euclidean structure on $\mathbb{R}^{n+1}$ and $|q|^2 = \langle q, q \rangle$ is the corresponding Euclidean metric, their natural complexifications are $(Q, \bar{Q})_C = \sum_{j=1}^{n+1} Q_j \bar{Q}_j$, and $|q|^2_C = \langle Q, Q \rangle_C$. The restriction of $\langle . \ , . \rangle_0$ to $\mathbb{R}^{n+1}$ is $\langle q, \bar{q} \rangle_k = \sum_{j=1}^{n+1} \epsilon j q_j$. The product of $\langle . \ , . \rangle_0$ defines a pseudo-Euclidean structure on $\mathbb{R}_k^{n+1}$ of signature $(k, n+1-k)$. An indefinite pseudo-Euclidean metric is $|q|^2_k = \langle q, q \rangle_k$.

**Example 3.1.** For the real Hamiltonian $H(q, p) = \frac{1}{2} (|q|^2 |p|^2 - \langle q, p \rangle_0^2) + \frac{1}{2} (2 - |q|^2) \langle q, A q \rangle_0$ of the Neumann system (see (1.1)), the complexified function is

$$H^C(Q, P) = \frac{1}{2} \langle |Q|^2 |P|^2_C - \langle Q, Q \rangle_0^2 \rangle + \frac{1}{2} (2 - |Q|^2) \langle Q, A Q \rangle_C.$$  

The real form of $H^C$ regarding $\tau_k$ is $H_k(q, p) = \frac{1}{2} (|q|^2 |p|^2 - \langle q, p \rangle^2_k) + \frac{1}{2} (2 - |q|^2) \langle q, A q \rangle_k$.

Since the complex canonical symplectic 2-form $\omega^C$ on the cotangent bundle $T^*\mathbb{C}^{n+1}$ is $\omega^C = \sum_{j=1}^{n+1} dQ_j \wedge dp_j^*$, its real form is $\omega_k = \sum_{j=1}^{n+1} \epsilon j dQ_j \wedge dp_j$.

For the Poisson bracket $\{f, g\} = \omega(X_f, X_g)$ of two real analytic functions $f$ and $g$, its complexification is the Poisson bracket $\{f^C, g^C\}_C = \sum_{j=1}^{n+1} \frac{\partial f^C}{\partial Q_j} \frac{\partial g^C}{\partial \bar{Q}_j} - \frac{\partial f^C}{\partial \bar{Q}_j} \frac{\partial g^C}{\partial Q_j}$. From the restriction to $T^*\mathbb{R}_k^{n+1}$, the real form of the complex Poisson bracket is $\{f_k, g_k\}_k = \sum_{j=1}^{n+1} \epsilon j \left( \frac{\partial f_k}{\partial q_j} \frac{\partial g_k}{\partial p_j} - \frac{\partial f_k}{\partial p_j} \frac{\partial g_k}{\partial q_j} \right)$. This bracket comes from the real form of the complexified symplectic form, i.e. $\{f_k, g_k\}_k = \omega_k(X_{f_k}, Y_{g_k})$.

**Proposition 3.1.** If the initial Hamiltonian system $\{T^*\mathbb{R}_k^{n+1}, \omega, H\}$ is completely integrable, the real Hamiltonian form $\{T^*\mathbb{R}_k^{n+1}, \omega_k, H_k\}$ is completely integrable. If $H_1, \ldots, H_n$ are first integrals of the initial system, then

$$H_{j,k} = \frac{1}{2} (H_j^C + \tau_k(H_j^C))|_{T^*\mathbb{R}_k^{n+1}}, \quad j = 1, \ldots, n$$

are first integrals of the new Hamiltonian system.

The proof is in [5].

If $\mathcal{J}$ is an arbitrary subset of $\{1, 2, \ldots, n+1\}$, the matrix $J_\mathcal{J}$ is a diagonal matrix with $1$ on positions $\mathcal{J}$ and $-1$ on positions $\mathcal{J}^c$. We define the antiholomorphic involutive automorphism $\tau_\mathcal{J} : \mathbb{C}^{n+1} \to \mathbb{C}^{n+1}$ by prescription $\tau_\mathcal{J}(Q) = J_\mathcal{J} Q$. We shall denote its lift to $T^*\mathbb{C}^{n+1}$ by the same
Proof. We have to verify that the matrix of Poisson brackets of the constraints is invertible at system are functions $H_j$ point $(\omega^p, \omega^q)$ for the symplectic form The real form of (3.3) with respect to the involution $i.e. the cotangent bundle of the hyperboloid $T^*H^n$ define a map $\Phi$ is a cosymplectic submanifold of $T^*\mathbb{R}^{n+1}$ if the matrix $([\phi_p, \phi_q]_\omega)$ of Poisson brackets of the constraints is invertible for every point $(q, p) = (\Phi^{-1}(c))$. We know that the cosymplectic submanifold $\Phi^{-1}(c)$ is a symplectic manifold for the symplectic form $\omega_{\Phi^{-1}(c)}$ (see [3]).

Let $\tilde{\phi}^C = \phi^C(Q, P)$ be a natural extension of $\phi_j$ to $T^*\mathbb{C}^{n+1}$. Then we get a complexified map $\Phi^C : T^*\mathbb{C}^{n+1} \rightarrow C_\omega(Q, P) \mapsto (\phi^C(Q, P), ..., \phi^C_n(Q, P))$.

Definition 3.1. Complexification of the constraint manifold $\Phi^{-1}(c)$ is the naturally defined complex constraint manifold $(\Phi^C)^{-1}(c)$.

Definition 3.2. The real form of the complex constraint manifold respect to the involution $\tau_{\phi} : T^*\mathbb{C}^{n+1} \rightarrow T^*\mathbb{C}^{n+1}$ is the constraint manifold $\Phi_{\phi}^{-1}(c)$ for the map $\Phi_{\phi}(q, p) = (\phi_{1, \phi}(q, p), ..., \phi_{m, \phi}(q, p))$.

In the sequel we will study the following example.

Example 3.2. Let $S^n = \{(q, p) \in \mathbb{R}^{n+1} \times \mathbb{R}^{n+1}; |q|^2 = 1, \langle q, p \rangle = 0\}$ be the cotangent bundle of the sphere $S^n$. Its complexification is the complex constraint manifold

$$(T^*S^n)^C = T^*(S^n)^C = \{(Q, P) \in \mathbb{C}^{n+1} \times \mathbb{C}^{n+1}; |Q|^2 = 1; \langle Q, P \rangle_\omega = 0\}. \quad (3.3)$$

The real form of (3.3) with respect to the involution $\tau_{\phi}^C$ is the constraint manifold

$$T^*H^n = \{(q, p) \in \mathbb{R}^{n+1} \times \mathbb{R}^{n+1}; |q|^2 = 1 \& \langle q, p \rangle = 0\}, \quad (3.4)$$

i.e. the cotangent bundle of the hyperboloid $H^n = \{q \in \mathbb{R}^{n+1}; |q|^2 = 1\}$.

Proposition 3.2. Let $\mathcal{S}$ be any subset of $\{1, ..., n+1\}$. The constraint manifold $T^*H^n$ (3.4) is a symplectic manifold for the symplectic form $\omega_{\mathcal{S}} = \sum_{j=1}^{n+1} \epsilon_{\mathcal{S}, j} dq_j \wedge dp_j$.

Proof. We have to verify that the matrix of Poisson brackets of the constraints is invertible at every point $(q, p) \in T^*H^n$. Constraints for $T^*H^n$ are functions $\phi_{1, \mathcal{S}}(q, p) = -1 + \sum_{j=1}^{n+1} \epsilon_{\mathcal{S}, j} q_j$ and
\[ \phi_t q, p = \sum_{j=1}^{n+1} \epsilon_{q_j} q_j p_j. \]

Since

\[ \frac{\partial \phi_t}{\partial q_j} (q, p) = 2\epsilon_{q_j} q_j, \quad \frac{\partial \phi_t}{\partial p_j} (q, p) = 0, \quad \frac{\partial \phi_{-t}}{\partial q_j} (q, p) = \epsilon_{q_j} q_j, \quad \frac{\partial \phi_{-t}}{\partial p_j} (q, p) = \epsilon_{q_j} q_j \]

and \( \epsilon^2_{q_j} = 1 \) from the definition of the Poisson bracket is \( \{ \phi_t, \phi_{-t} \} (q, p) = 2 \) for every \( (q, p) \in T^*H^2 \). The matrix of Poisson brackets is therefore \( (\{ \phi_t, \phi_{-t} \} (q, p)) = \begin{pmatrix} 0 & 2 \\ -2 & 0 \end{pmatrix}. \]

We say that the Hamiltonian system is constrained if it is defined on a constraint symplectic submanifold \( (\Phi^{-1}(c), \omega|_{\Phi^{-1}(c)}) \) of a symplectic manifold \( (M, \omega) \) and we write it in the form \( \{ \Phi^{-1}(c), \omega, H \} \). If \( M = T^*\mathbb{R}^{n+1} \) and \( (q, p) \in T^*\mathbb{R}^{n+1} \) are ambient coordinates, we write \( H = H(q, p) \) and \( \omega \) as a symplectic form on \( T^*\mathbb{R}^{n+1} \). Complexification of the constrained Hamiltonian system is a complex constrained system \( \{ (\Phi^C)^{-1}(c), \omega^C, H^C \} \)

**Definition 3.3.** Let \( (\Phi^{-1}(c), \omega, H) \) be a constrained Hamiltonian system in the ambient manifold \( T^*\mathbb{R}^{n+1} \) for the canonical symplectic form \( \omega = \sum_{j=1}^{n+1} dq_j \wedge dp_j \). A real form of the complex constrained Hamiltonian system \( \{ (\Phi^C)^{-1}(c), \omega^C, H^C \} \) in respect to the involution \( \tau : T^*\mathbb{C}^{n+1} \to T^*\mathbb{C}^{n+1} \) is the Hamiltonian system

\[ \{ \Phi^{-1}(c), \omega^C, H^C \}. \]

**Example 3.3.** For the complex Neumann system \( \{ T^*\mathbb{C}^{n}, \omega^C, H^C \} \), where the complex symplectic form is \( \omega^C = \sum_{j=1}^{n+1} dQ_j \wedge dP_j \) and \( H^C(Q, P) \) as in (3.1), the real form with respect to the involution \( \tau : T^*\mathbb{C}^{n} \to T^*\mathbb{C}^{n} \) is the Hamiltonian system \( \{ T^*H^2, \omega^C, H^C \} \). The symplectic form in ambient coordinates is \( \omega^C = \sum_{j=1}^{n+1} \epsilon_{q_j} dq_j \wedge dp_j \) and the Hamiltonian is \( H^C(q, p) = \frac{1}{2} (|q|_2^2 - (q, p)_2^2) + \frac{1}{2} (2 - |q|_2^2) (q, Aq)_2^2 \).

4. **Lax equation and integrability of** \( \{ T^*H^2, \omega^C, H^C \} \)

The Lax equation \( \frac{d}{dt} L(\lambda) = [M(\lambda), L(\lambda)] \) of the Hamiltonian system is an equation with elements \( L(\lambda), M(\lambda) \) from loop algebra \( g[\lambda, \lambda^{-1}] \) which is equivalent to the Hamiltonian system of differential equations of the motion. In many cases and also in the case of the Neumann system \( L(\lambda) \) and \( M(\lambda) \) are polynomials in real or complex variable \( \lambda \) with coefficients in Lie algebra \( sl(r, \mathbb{R}) \) or \( sl(r, \mathbb{C}) \). For the Neumann system, we shall study the version of \( r = 2 \).

We know that for the Neumann system \( \{ T^*\mathbb{R}, \omega, H \} \) the Hamiltonian system of differential equations (1.2) is equivalent to the Lax equation \( \frac{d}{dt} L(\lambda) = [M(\lambda), L(\lambda)] \) where \( L(\lambda) = \begin{pmatrix} V(\lambda) & W(\lambda) \\ U(\lambda) & -V(\lambda) \end{pmatrix} \)

for Jacobi’s polynomials \( U(\lambda), V(\lambda) \) and \( W(\lambda) \) and \( M(\lambda) = \begin{pmatrix} 0 & \lambda + |p|^2 \\ -1 & 0 \end{pmatrix} \) (see [6], [10]).

For the complex Neumann system \( \{ (T^*\mathbb{C}), \omega^C, H^C \} \) which is described in the previous section, the Hamiltonian system of differential equations remains of the same form, i.e.

\[ \dot{Q} = P, \quad P = -AQ - (|P|_C^2 - (Q, AQ)_C)Q. \]

This system is equivalent to the Lax equation

\[ \frac{d}{dt} L^C(\lambda) = [M^C(\lambda), L^C(\lambda)] \]
Remark 4.1. For coefficients of the matrix $L^C(\lambda) = \begin{pmatrix} V^C(\lambda) & W^C(\lambda) \\ U^C(\lambda) & -V^C(\lambda) \end{pmatrix}$ for Jacobi’s polynomials with complex coefficients

\[
U^C(\lambda) = A(\lambda) \sum_{j=1}^{n+1} \frac{Q_j^2}{\lambda - a_j}, \quad V^C(\lambda) = A(\lambda) \sum_{j=1}^{n+1} \frac{-Q_j P_j}{\lambda - a_j}
\]

and

\[
W^C(\lambda) = A(\lambda) \left( -1 + \sum_{j=1}^{n+1} \frac{-P_j^2}{\lambda - a_j} \right)
\]

and $M^C(\lambda) = \begin{pmatrix} 0 & \lambda + |P_1^2| \\ -1 & 0 \end{pmatrix}$.

Proposition 4.1. To the Hamiltonian system \( \{ T^{\mathcal{K}}_\mathcal{S}, \omega_\mathcal{S}, H_\mathcal{S} \} \), which is a real form of the complex Neumann system \( \{ T^*\mathbb{C}^{n+1}, \omega^C, H^C \} \) with respect to the involution \( \tau_\mathcal{S} : T^*\mathbb{C}^{n+1} \to T^*\mathbb{C}^{n+1} \), belong the Hamiltonian system of differential equations

\[
\dot{q} = p, \quad \dot{p} = -Ap - (|p|^2 - (q,Aq)_\mathcal{S})q
\]

and the Lax equation \( \frac{d}{dt} L_\mathcal{S}(\lambda) = [M_\mathcal{S}(\lambda), L_\mathcal{S}(\lambda)] \) for the Lax pair

\[
L_\mathcal{S}(\lambda) = \begin{pmatrix} V_{\mathcal{S}}(\lambda) & W_{\mathcal{S}}(\lambda) \\ U_{\mathcal{S}}(\lambda) & -V_{\mathcal{S}}(\lambda) \end{pmatrix}, \quad M_\mathcal{S}(\lambda) = \begin{pmatrix} 0 & \lambda + |p_\mathcal{S}|^2 \\ -1 & 0 \end{pmatrix}.
\]

Coefficients of the matrix $L_\mathcal{S}(\lambda)$ are polynomials

\[
U_{\mathcal{S}}(\lambda) = A(\lambda) \sum_{j=1}^{n+1} \epsilon_{\mathcal{S}j} \frac{Q_j}{\lambda - a_j}, \quad V_{\mathcal{S}}(\lambda) = A(\lambda) \sum_{j=1}^{n+1} \epsilon_{\mathcal{S}j} \frac{-Q_j P_j}{\lambda - a_j} \quad \text{and}
\]

\[
W_{\mathcal{S}}(\lambda) = A(\lambda) \left( -1 + \sum_{j=1}^{n+1} \frac{-P_j^2}{\lambda - a_j} \right)
\]

where $\epsilon_{\mathcal{S}j} = 1$ if $j \in \mathcal{S}$ and $\epsilon_{\mathcal{S}j} = -1$ if $j \in \{1, \ldots, n+1\} \setminus \mathcal{S}$.

Remark 4.1. For $\mathcal{S} = \{1, 2, \ldots, n+1\}$, we get the initial Neumann system with Jacobian’s polynomial $U(\lambda), V(\lambda)$ and $W(\lambda)$, with real coefficients $(Q_j = q_j, P_j = p_j)$, mentioned above. In this case, we have $\epsilon_{\mathcal{S}j} = 1$ for every $j$.

Proof. The proposition is independent of the order of $a_1, \ldots, a_{n+1}$. Therefore, it is enough to prove it for the subsets $\mathcal{S} = \{1, \ldots, k\}$ where $k = 1, \ldots, n+1$. First, we prove that the system of differential equations (4.4) corresponds to the Hamiltonian system \( \{ T^{\mathbb{R}^n}_{\mathcal{S}k}, \omega_{\mathcal{S}k}, H_{\mathcal{S}k} \} \). Remember that \( \omega_{\mathcal{S}k} = \sum_{j=1}^{n+1} \epsilon_{\mathcal{S}j} dq_j \wedge dp_j \) and $H_{\mathcal{S}k}(q,p) = \frac{1}{2} \left( |q_k|^2 + |p_k|^2 - (q_k, p_k)^2 \right) + \frac{1}{2} (2 - |q_k|^2)(q, Aq)_k$. For the system on $T^*\mathbb{R}^{n+1}$, it is enough to write down the equations $\dot{q}_j = \{q_j, H_{\mathcal{S}k}\}_{kT^{\mathbb{R}^n}_{\mathcal{S}k}}$ and $\dot{p}_j = \{p_j, H_{\mathcal{S}k}\}_{kT^{\mathbb{R}^n}_{\mathcal{S}k}}$ where the Poisson bracket is in the form $\{f, g\}_k = \sum_{j=1}^{n+1} \epsilon_{\mathcal{S}j} \left( \frac{\partial f}{\partial q_j} \frac{\partial g}{\partial p_j} - \frac{\partial f}{\partial p_j} \frac{\partial g}{\partial q_j} \right)$. Direct calculation...
we can reorder the polynomial \( L \) system. Using a notation of the coefficients of the matrix \( Q \)

\[
\{q_j, H_k\}_k = |q_j|^2 p_j - \langle q, p \rangle q_j
\]

\[
\{p_j, H_k\}_k = -|p_j|^2 q_j + \langle q, p \rangle q_j + \langle q, Aq \rangle q_j - (2 - |q_j|^2) a_j q_j.
\]

Therefore, on \( T^* \mathbb{C}^n \), where \( |q_j|^2 = 1 \) and \( \langle q, p \rangle_k = 0 \), the following applies

\[
\dot{q}_j = p_j, \quad \dot{p}_j = -a_j q_j - \left( |p_j|^2 - \langle q, Aq \rangle \right) q_j.
\]

In \( T^* \mathbb{R}^{n+1}_k \), we have complex coordinates \( \{Q_1, \ldots, Q_{n+1}, P_1, \ldots, P_{n+1}\} \) where \( Q_j = q_j + i q_j,1 \) and \( P_j = p_j + i p_j,1 \). Fixed points of the involution \( \tau_k : T^* \mathbb{C}^{n+1} \rightarrow T^* \mathbb{C}^{n+1} \) determine a subset in \( T^* \mathbb{C}^{n+1} \) vanishing following real coordinates

\[
q_{1,1} = \ldots = q_{k,1} = q_{k+1,0} = \ldots = q_{n+1,0} = 0
\]

\[
p_{1,1} = \ldots = p_{k,1} = p_{k+1,0} = \ldots = p_{n+1,0} = 0.
\] (4.6)

Because the complex Hamiltonian system (4.1) and the complex Lax equation (4.2) are equivalent for all complex variables \( Q_1, \ldots, Q_{n+1}, P_1, \ldots, P_{n+1} \), they are also equivalent if we impose condition (4.6). After the identification of coordinates

\[
\{(q_1,0, \ldots, q_{n,0}, iq_{k,1}, \ldots, iq_{n,1}, p_1,0, \ldots, p_{k,0}, ip_{k,1}, \ldots, ip_{n,1})\} \cong \{(q_1, \ldots, q_{n+1}, p_1, \ldots, p_n)\}
\]

in \( T^* \mathbb{R}^{n+1}_k \) the first line of the Hamiltonian system (4.1) is \( \dot{q} = p \) and the second line becomes

\[
\dot{p} = -A q - (|p|^2 - \langle q, Aq \rangle) q
\]

Now we want to see what happens to the matrices in the Lax equation (4.2) after the restriction to \( T^* \mathbb{R}^{n+1}_k \). The matrix \( M^C(\lambda) \) obviously becomes a matrix \( M_k(\lambda) \) in the proposition. Since \( Q_j = q_j + i q_j,1 \) and \( P_j = p_j + i p_j,1 \), the restriction of matrix \( L^C(\lambda) \) to the cotangent bundle \( T^* \mathbb{R}^{n+1}_k \) has a form mentioned in the proposition for polynomials \( U_k(\lambda), V_k(\lambda) \) and \( W_k(\lambda) \). Equivalence of the complex Lax equation and the complex Hamiltonian system of differential equations therefore implies equivalence of the Lax equation \( \frac{d}{dt} L_k(\lambda) = [M_k(\lambda), L_k(\lambda)] \) and the system of differential equations (4.4).

From Lax equation \( \frac{d}{dt} L_{\mathcal{U}}(\lambda) = [M_{\mathcal{U}}(\lambda), L_{\mathcal{U}}(\lambda)] \), we can write the characteristic equation

\[
\det((L_{\mathcal{U}}(\lambda) - \mu I) = 0
\]

which defines the spectral curve for the real form of the complex Neumann system. Using a notation of the coefficients of the matrix \( L_{\mathcal{U}}(\lambda) \) as in Proposition 4.1, the characteristic equation becomes \( \mu^2 = f_{\mathcal{U}}(\lambda) \) where \( f_{\mathcal{U}}(\lambda) := U_{\mathcal{U}}(\lambda) W_{\mathcal{U}}(\lambda) + V_{\mathcal{U}}^2(\lambda) \). As done in [10], we can reorder the polynomial \( f_{\mathcal{U}}(\lambda) \) to get conserved quantities of the system

\[
f_{\mathcal{U}}(\lambda) = A(\lambda)^2 \left( \sum_{j=1}^{n+1} \epsilon_{\mathcal{U},j} \frac{q_j^2}{\lambda - d_j} - 1 + \sum_{j=1}^{n+1} \epsilon_{\mathcal{U},j} \frac{-p_j^2}{\lambda - d_j} + \left( \sum_{j=1}^{n+1} \epsilon_{\mathcal{U},j} \frac{-q_j p_j}{\lambda - d_j} \right)^2 \right) = A(\lambda) \left( \sum_{j=1}^{n+1} \epsilon_{\mathcal{U},j} \frac{G_{\mathcal{U},j}}{\lambda - d_j} \right)
\]

for \( G_{\mathcal{U},j} := q_j^2 + \sum_{l=1}^{n+1} \epsilon_{\mathcal{U},j} \frac{K_{j,l}^2}{\lambda - d_j} \) where \( K_{j,l} := q_j p_l - q_l p_j \).
Theorem 4.1. Functions

\[ G_{\varphi,j}(q,p) = q_j^2 + \sum_{i=1, i \neq j}^{n+1} \epsilon_{\varphi,j} \frac{K_{j,i}}{a_j - a_i}; \quad j = 1, 2, \ldots, n + 1 \]  

(4.7)

are Poisson commuting first integrals for the Hamiltonian system \( \{ T^*\mathcal{H}_p^n, \omega_{\varphi}, H_{\varphi} \} \). On the cotangent bundle \( T^*\mathcal{H}_p^n \), we have \( \sum_{j=1}^{n+1} \epsilon_{\varphi,j} G_{\varphi,j} = 1 \) and \( \sum_{j=1}^{n+1} \epsilon_{\varphi,j} a_j G_{\varphi,j} = 2H_{\varphi} \).

Proof. From Lemma 4.8 in [10], it is enough to prove that \( \{ G_{\varphi,j}, G_{\varphi,j} \} \varphi = 0 \) and \( \{ \phi_{1,\varphi}, G_{\varphi,j} \} \varphi = 0 \) for the constraint \( \phi_{1,\varphi} = |q_j|^2 - 1 \). We shall write \( G_{\varphi,j} = q_j^2 + \psi_{\varphi,j} \). First, we prove the second equality. A partial derivative of the function \( G_{\varphi,j} \) with respect to \( p_i \) is

\[ \frac{\partial G_{\varphi,j}}{\partial p_i} = \frac{\partial \psi_{\varphi,j}}{\partial p_i} = \begin{cases} 2\epsilon_{\varphi,j} \frac{K_{j,i}}{a_j - a_i} : l \neq j \\ -2 \sum_{m=1, m \neq j}^{n+1} \epsilon_{\varphi,m} \frac{K_{j,m} q_m}{a_j - a_m} : l = j. \end{cases} \]  

(4.8)

Using this equality, we get

\[ \{ \phi_{1,\varphi}, G_{\varphi,j} \} \varphi = 2 \sum_{l=1}^{n+1} q_l \frac{\partial G_{\varphi,j}}{\partial p_l} = 2 \left( -2 q_j \sum_{m=1, m \neq j}^{n+1} \epsilon_{\varphi,m} \frac{K_{j,m} q_m}{a_j - a_m} + \sum_{i=1, i \neq j}^{n+1} \epsilon_{\varphi,i} \frac{K_{j,i} q_j}{a_j - a_i} \right) = 0. \]

To calculate \( \{ G_{\varphi,j}, G_{\varphi,j} \} \varphi \), we have to calculate some auxiliary brackets. The following applies:

\[ \{ K_{j,i}, K_{k,m} \} \varphi = 0 \text{ if } \{ j, l \} \cap \{ k, m \} = \emptyset \text{ and } \{ K_{j,j}, K_{i,j} \} \varphi = \epsilon_{\varphi,j} K_{i,j}. \]

If \( l \neq j \), we have

\[ K_{j,j} K_{i,j} \varphi = \begin{cases} -\epsilon_{\varphi,a} K_{j,j} K_{i,j} : a = \beta \\ -\epsilon_{\varphi,j} K_{j,j} K_{i,j} : j = \beta \\ -\epsilon_{\varphi,j} K_{j,j} K_{i,j} : l = \alpha \end{cases} \]

and therefore

\[ \{ \psi_{\varphi,j}, \psi_{\varphi,j} \} \varphi = 4 \sum_{a \neq j}^{n+1} \frac{\epsilon_{\varphi,a}}{a_j - a_a} \frac{\epsilon_{\varphi,\beta}}{a_j - a_\beta} K_{j,j} K_{i,j} \varphi = \]

\[ = 4K_{j,j} \sum_{a \neq j}^{n+1} \frac{\epsilon_{\varphi,a} \epsilon_{\varphi,\alpha}}{(a_j - a_a)(a_j - a_\alpha)} K_{j,j} K_{i,j} - 4K_{j,j} \sum_{\alpha \neq j}^{n+1} \frac{\epsilon_{\varphi,\alpha} \epsilon_{\varphi,\alpha}}{(a_j - a_\alpha)(a_j - a_\alpha)} K_{j,j} K_{i,j} - \]

\[ -4K_{j,j} \sum_{\beta \neq j}^{n+1} \frac{\epsilon_{\varphi,\beta} \epsilon_{\varphi,\beta}}{(a_j - a_\beta)(a_j - a_\beta)} K_{j,j} K_{i,j} = \]

\[ = 4K_{j,j} \sum_{\alpha \neq j}^{n+1} \frac{a_j - a_\alpha}{(a_j - a_\alpha)(a_j - a_\alpha)} K_{j,j} K_{i,j}, \quad \{ \psi_{\varphi,j}, \psi_{\varphi,j} \} \varphi = 0. \]

Using (4.8), we get

\[ \{ G_{\varphi,j}, G_{\varphi,j} \} \varphi = \{ q_j^2, q_j^2 \} \varphi + \{ q_j^2, \psi_{\varphi,j} \} \varphi + \{ \psi_{\varphi,j}, q_j^2 \} \varphi = \]

\[ = 0 + \epsilon_{\varphi,j} 2q_j \frac{\partial \psi_{\varphi,j}}{\partial p_j} - \epsilon_{\varphi,j} 2q_j \frac{\partial \psi_{\varphi,j}}{\partial p_j} = \]

\[ = \epsilon_{\varphi,j} 2q_j \frac{2K_{j,j} q_j}{a_j - a_j} - \epsilon_{\varphi,j} \epsilon_{\varphi,j} \frac{2K_{j,j} q_j}{a_j - a_j} 2q_j = 0. \]
On $T^n \mathbb{H}^n$ we have $\sum_{j=1}^{n+1} \epsilon_{x,y} q_j^2 = 1$ and $\sum_{j=1}^{n+1} \epsilon_{x,y} p_j = 0$. Using this and making some meaningful dispositions in sums $\sum_{j=1}^{n+1} \epsilon_{x,y} G_j$ and $\sum_{j=1}^{n+1} \epsilon_{x,y} a_j G_j$, we can easily prove both equalities. \hfill \Box

Let $G_j(q,p)$ be Uhlenbeck’s integrals

$$G_j(q,p) := G_{(1,\ldots,n+1),j} = q_j^2 + \sum_{i=1, i \neq j}^{n+1} \frac{K_{ij}^2}{a_j - a_i}$$  \tag{4.9}$$

of the Neumann system on the sphere. Another system of integrals, constructed by T. Ratiu in [12] often appears in the literature. Below, we describe the relation between these two sets of integrals. Denote by $Q$ and $K$ the matrices $Q = (q_j q_l)$ and $K = (K_{ij})$. In Introduction we define $A = \text{diag}(a_1,\ldots,a_{n+1})$. According to [12], $n$ first integrals in involution are functions

$$f_k(Q,K) = \frac{1}{2(k+1)} \text{Tr} \left( -\sum_{i=0}^{k} A^i Q A^{k-i} + \sum_{i+r+s = k-1} A^i K A^r \right) \quad \text{for} \quad k = 1,\ldots,n. \tag{4.10}$$

First, we write the integrals $f_k(Q,K)$ as functions $I_k$ of variables $(q,p)$. By multiplying matrices, we get $(A^i Q A^{k-i})_{jj} = a_j^k q_j^2$ and $\text{Tr}(-\sum_{i=0}^{k} A^i Q A^{k-i}) = -(k+1) \sum_{j=1}^{n+1} a_j^k q_j^2$. For the second sum in (4.10) we can easily calculate, that $(K A^{i})_{jm} = a_j^m K_{j,m}$ and $(A^i K A^{j})_{jm} = a_j^m a_i^j K_{j,m}$ and

$$(A^i K A^{j})_{jm} = \sum_{l=1}^{n+1} (A^i K A^{j})_{jl} \cdot (K A^{i})_{lm} = \sum_{l=1}^{n+1} a_j^l a_i^m K_{j,l} K_{l,m}.$$ 

Therefore, we have

$$\text{Tr}(A^i K A^{j}) = \sum_{j=1}^{n+1} (A^i K A^{j})_{jj} = - \sum_{j=1}^{n+1} \sum_{l=1}^{n+1} a_j^{i+s} a_i^j K_{j,l}^2$$

and we can write

$$I_k(q,p) = f_k(Q(q,p),K(q,p)) = -\frac{1}{2} \sum_{j=1}^{n+1} a_j^2 q_j^2 - \frac{1}{2(k+1)} \sum_{i+r+s = k-1} \left( \sum_{j=1}^{n+1} \sum_{l=1}^{n+1} a_j^{i+s} a_i^j K_{j,l}^2 \right). \tag{4.11}$$

**Proposition 4.2.** Uhlenbeck’s first integrals $G_j(q,p)$ and first integrals $I_k(q,p)$ are related by the equations

$$-2I_k(q,p) = \sum_{j=1}^{n+1} a_j G_j(q,p) \quad \text{for} \quad k = 1,\ldots,n. \tag{4.12}$$

**Proof.** For $k = 1$, we have $I_1(q,p) = -H(q,p)$ (see [12]). From Theorem 4.1 above, we know that $\sum_{j=1}^{n+1} a_j G_j = 2H$. 

Math equation rendering complete.
We have to check the equations for \( k > 1 \). From (4.11), we get

\[
I_k(q, p) = \frac{-1}{2} \left( \sum_{j=1}^{n+1} a_j^k q_j^k + \left( \frac{1}{k+1} \sum_{j=1}^{n+1} \sum_{l \geq 0}^{n+1} K_{j,l}^{k+1} \sum_{i+x=0}^{k} a_j^{i+x} d_l^{-k-1-(i+x)} \right) \right) =
\]

\[
= \frac{-1}{2} \left( \sum_{j=1}^{n+1} a_j^k q_j^k + \left( \frac{1}{k+1} \sum_{j=1}^{n+1} \sum_{l \geq 0}^{n+1} K_{j,l}^{k+1} \sum_{m=0}^{k} (k+1) a_j^m d_l^{-k-1} \right) \right) =
\]

\[
= \frac{-1}{2} \left( \sum_{j=1}^{n+1} a_j^k q_j^k + \sum_{j=1}^{n+1} \sum_{l \geq j}^{n+1} \sum_{m=0}^{k} a_j^m d_l^{-k-1} \right).
\]

The second equality above is true because of the symmetry on \( a_j \) and \( d_l \). For \( k > 1 \), we can write \( a_j^k - d_l^k = (a_j - d_l) \sum_{m=0}^{k-1} a_j^m d_l^{-k-1} \). Therefore, the following is true

\[
\sum_{j=1}^{n+1} a_j^k q_j^k + \sum_{j=1}^{n+1} \sum_{l \neq j} \sum_{m=0}^{k-1} a_j^m d_l^{-k-1} =
\]

\[
= \sum_{j=1}^{n+1} a_j^k q_j^k + \sum_{j=1}^{n+1} \sum_{l \geq j} \sum_{m=0}^{k-1} a_j^m d_l^{-k-1}.
\]

5. Level sets of the moment maps of \( \{ T^* \mathcal{K}^n, \omega_0, H_k \} \) and \( \{ T^* \mathcal{K}_k, \omega_0(k), H(k) \} \)

The complex Neumann system is an example of the Mumford system. The Mumford system is a complex system given by the Lax equation \( \frac{d}{dt} L^c(\lambda) = [M^c(\lambda), L^c(\lambda)] \) (see [7], [8], [10]), where

\[
L^c(\lambda) = \begin{pmatrix} V^c(\lambda) & W^c(\lambda) \\ -U^c(\lambda) & V^c(\lambda) \end{pmatrix}. \]

Elements of matrix \( L^c(\lambda) \) are polynomials \( U^c(\lambda) = \lambda^n + \bar{u}_1 \lambda^{n-1} + \ldots + \bar{u}_n V^c(\lambda) = \bar{v}_1 \lambda^n + \bar{v}_1 \lambda^{n-1} + \ldots + \bar{v}_n \) and \( W^c(\lambda) = \lambda^n + \bar{w}_1 \lambda^{n-1} + \ldots + \bar{w}_n \) with complex coefficients \( \bar{u}_j, \bar{v}_j, \bar{w}_m \). We write briefly \( \bar{u} = (\bar{u}_1, \ldots, \bar{u}_n), \bar{v} = (\bar{v}_1, \ldots, \bar{v}_n) \) and \( \bar{w} = (\bar{w}_1, \ldots, \bar{w}_n) \) and \( (\bar{u}, \bar{v}, \bar{w}) \in \mathbb{C}^{3n+1} \). To the Lax equation above belongs a hyperelliptic spectral curve \( \mathcal{C} \) defined by \( \mu^2 = f(\lambda) \), where \( f(\lambda) = -\det(\lambda I) = U^c(\lambda)W^c(\lambda) + (V^c(\lambda))^2 \). The polynomial \( f \) of the form of decreased exponents of \( \lambda \) is

\[
f(\lambda) = \lambda^{2n+1} + H_1 \lambda^{2n} + H_2 \lambda^{2n-1} + \ldots + H_{2n} \lambda + H_{2n+1},
\]

where the coefficients are functions \( H_j = H_j(\bar{u}, \bar{v}, \bar{w}) \) for \( j = 1, \ldots, 2n + 1 \). These functions are conserved quantities of the system.

Consider the moment map \( \Phi : \mathbb{C}^{3n+1} \rightarrow \mathbb{C}^{2n+1}, (\bar{u}, \bar{v}, \bar{w}) \rightarrow (H_1(\bar{u}, \bar{v}, \bar{w}), \ldots, H_{2n+1}(\bar{u}, \bar{v}, \bar{w})) \). Let \( h = (h_1, \ldots, h_{2n+1}) \in \mathbb{C}^{2n+1} \) be a value of the moment map \( \Phi \) and denote by \( \mathcal{C}_h \) a hyperelliptic curve, locally defined by \( \mu^2 = f_h(\lambda) \) where \( f_h(\lambda) = \lambda^{2n+1} + h_1 \lambda^{2n} + \ldots + h_{2n} \lambda + h_{2n+1} \).

**Proposition 5.1.** If the spectral curve \( \mathcal{C}_h \) determined by the equation \( \mu^2 = f_h(\lambda) \) is smooth, the level set \( \Phi^{-1}(h) \) is isomorphic to the Jac(\( \mathcal{C}_h \)) \( \setminus \Theta \).

The proof of the proposition is in [10]. If \( u_1, \ldots, u_n \) are roots (they are variables!) of the polynomial \( U^c(\lambda) \), we can write \( U^c(\lambda) = \prod_{j=1}^{n}(\lambda - u_j) \). By the equation \( f_h(\lambda) = U^c(\lambda)W^c(\lambda) + (V^c(\lambda))^2 \), the value \( V^c(u_j) = v_j \) is determined by \( V^c(u_j) = \pm \sqrt{f_h(u_j)} \). If the roots of \( U^c(\lambda) \) are pairwise different,
polynomial \( V^C \) is an interpolation polynomial through the points \((u_j, v_j)\) \(\in \mathcal{C}_h\). The level set is therefore

\[
\Phi^{-1}(h) = \{ (\tilde{u}, \tilde{v}, \tilde{w}) \in \mathbb{C}^{3n+1} \mid U^C(\lambda)W^C(\lambda) + (V^C(\lambda))^2 = f_h(\lambda) \} \cong \{ (u_1, \ldots, u_n, v_1, \ldots, v_n) \in \mathbb{C}^{2n} \mid U^C(\lambda) = \prod_{j=1}^{n} (\lambda - u_j) \text{ and } v_j = V^C(u_j) \text{ for } j = 1, \ldots, n \}.
\]

From the Abel-Jacobi map, we know that \( \text{Jac}(\mathcal{C}_h) \setminus \Theta \) is isomorphic to the set of divisors \( \text{Div}^n_{+,0}(\mathcal{C}_h) \cong \{ D = \sum_{j=1}^{n} P_j \mid P_j \neq \infty \text{ for all } j \text{ and } P_j \neq t(P_i) \text{ if } j \neq i \} \). Isomorphism between the level set \( \Phi^{-1}(h) \) and \( \text{Div}^n_{+,0}(\mathcal{C}_h) \) is the map \((u_1, \ldots, u_n, v_1, \ldots, v_n) \mapsto \sum_{j=1}^{n} P_j \) where \( P_j = (u_j, v_j) \) \(\in \mathcal{C}_h\).

In [10], it is proved that the (regular) level set of moment map for the Neumann system is a \( \mathbb{Z}_2^n \) covering of the real torus \( T^n \) where \( T^n \) is the set of real points of the affine part \( \text{Jac}(\mathcal{C}_h) \setminus \Theta \) of the Jacobian. To every point \((q, p) \in T^n S^n\), we could introduce the triple of polynomials \( \pi : (q, p) \to (U(\lambda), V(\lambda), W(\lambda)) \in \mathbb{C}^{3n+1} \) by rule (4.5) taking \( \varepsilon_{\mathcal{J}, j} = 1 \) for every \( j \in \{1, 2, \ldots, n+1\} \). There is a natural extension to the complexification \( T^n S^n^C \), i.e. \( \pi_C : (Q, P) \to (U^C(\lambda), V^C(\lambda), W^C(\lambda)) \) by rule (4.3). The map \( \pi_C \) is surjective and the preimage of the fixed value \((U^C, V^C, W^C) \in \mathbb{C}^{3n+1} \), where \( U^C, V^C \) and \( W^C \) do not have a common root at \( a_k \), is a subset

\[
\pi_C^{-1}(U^C, V^C, W^C) = \{ (J_{\mathcal{J}}Q, J_{\mathcal{J}}P) ; U^C_{Q,P}(\lambda), V^C_{Q,P}(\lambda), W^C_{Q,P}(\lambda) \text{ as in (4.3)} \}
\]

where \( J_{\mathcal{J}} \) is a diagonal matrix with 1 on positions \( \mathcal{J} \) and -1 on positions \( \{1, 2, \ldots, n+1\} \setminus \mathcal{J} \) for any \( \mathcal{J} \subseteq \{1, 2, \ldots, n+1\} \). Next lemma gives us a condition on the spectral curve of the complex Neumann system for the coordinates \((Q, P)\) be real:

**Lemma 5.1.** Coordinates \( Q \) and \( P \) are real \((Q_j = q_j \text{ and } P_j = p_j)\) if and only if the coefficients of the polynomials \( U^C, V^C \) and \( W^C \) are real and the roots \( a_1, \ldots, a_{n+1} \) of \( f_h(\lambda) = -A(\lambda) \prod_{j=1}^{n} (\lambda - b_j) \) and the roots \( u_1, \ldots, u_n \) of \( U^C(\lambda) \) are arranged in the following order: \( a_1 < u_1 < a_2 < u_2 < \ldots < a_n < u_n < a_{n+1} \) and \( b_1 \in \langle -\infty, u_1 \rangle \) and \( b_j \in \langle u_j, u_{j+1} \rangle \) for \( j = 2, \ldots, n \).

The proof is in [10]. If we denote the ordered roots of the polynomial \( f_h(\lambda) \) by \( c_1, c_2, \ldots, c_{2n+1}, \) the roots of the polynomial \( U^C(\lambda) = U(\lambda) \) are on positions as in Figure 1. From the proof of Lemma above, we have \( c_{2n+1} = a_{n+1} \) and one member of the pair \((c_{2j-1}, c_{2j})\) is \( a_j \) and another one is \( b_j \).

From (5.1) and Lemma 5.1, the connected component of the regular level set of the moment map is the torus \( S_1 \times \cdots \times S_n \).

**Proposition 5.2.** Complex coordinates \( Q \) and \( P \) are equal to \((q_1, \ldots, q_k, iq_{k+1}, \ldots, iq_{n+1}) \) and \((p_1, \ldots, p_k, ip_{k+1}, \ldots, ip_{n+1}) \) respectively if and only if the coefficients of the polynomials \( U^C, V^C, \) and \( W^C \) are real and
1. if \( k = 1 \) the roots \( a_1, \ldots, a_{n+1} \) of \( f_h(\lambda) = -A(\lambda)B(\lambda) \) and the roots \( u_{1,1}, \ldots, u_{1,n} \) of \( U^C(\lambda) \) are arranged in the following order

\[
a_1 < a_2 < a_3 < a_{1,1} < a_{1,2} < a_4 < \ldots < a_{n-2} < a_n < a_{n-1} < a_{n+1} < a_{1,n}
\]

and \( b_j \in (u_{1,j}, u_{1,j+1}) \) for \( j = 1, 2, \ldots, n-1 \) and \( b_n \in (u_{1,n}, \infty) \).

2. if \( 2 \leq k \leq n \) the roots \( a_1, \ldots, a_{n+1} \) of \( f_h(\lambda) \) and the roots \( u_{k,1}, \ldots, u_{k,n} \) of \( U^C(\lambda) \) are arranged in the following order

\[
a_1 < a_{k,1} < a_2 < a_{k,2} < \ldots < a_{k-1} < a_{k,k-1} < a_k < a_{k+1} < a_{k,k} < a_{k+2} < \ldots < a_{k,n-2} < a_n < a_{k,n-1} < a_{k,n} \]

and \( b_j \in (u_{k,j}, u_{k,j+1}) \) for \( j = 1, \ldots, k-2 \) and \( b_j \in (u_{k,j}, u_{k,j+1}) \) for \( j = k, \ldots, n-1 \) and \( b_1 \in (-\infty, u_{k,1}) \) and \( b_n \in (u_{k,n}, \infty) \).

**Proof.** We prove the case \( k \geq 2 \). For \( k = 1 \) the proof goes quite similarly.

If \( Q = (q_1, \ldots, q_i, i q_{k+1}, \ldots, i q_{n+1}) \) and \( P = (p_1, \ldots, p_k, i p_{k+1}, \ldots, i p_{n+1}) \), polynomials \( U^C, V^C \) and \( W^C \) are real and \( U^C(\lambda) = U_h(\lambda) = A(\lambda) \sum_{j=1}^{n+1} \epsilon_j q_j^2 \) for \( \epsilon_1 = \ldots = \epsilon_k = 1 \) and \( \epsilon_{k+1} = \ldots = \epsilon_{n+1} = -1 \).

The roots of \( U_h \) are placed as mentioned in (2.2). From the property \( f_h(u_{k,j}) > 0 \) there are \( n-2 \) roots (\( \neq a_j \)) of \( f_h \); \( b_j \in (u_{k,j}, u_{k,j+1}) \) for \( j = 1, 2, \ldots, k-2 \) and \( b_j \in (u_{k,j}, u_{k,j+1}) \) for \( j = k, \ldots, n-1 \). Because \( f_h(u_{k,1}) > 0 \) and \( f_h(\lambda) > 0 \) for \( \lambda < 0 \), there must be another root \( b_1 \in (-\infty, u_{k,1}) \). And \( f_h(u_{k,n}) > 0 \) but \( f_h(\lambda) < 0 \) if \( \lambda \gg 0 \). Therefore, another (and the last one) root is \( b_n \in (u_{k,n}, \infty) \).

Conversely, by assumption, the polynomials \( U^C, V^C \) and \( W^C \) are real and \( U^C \) and \( f_h \) have roots in the mentioned order. Using a partial fractional decomposition, there is \( U^C(\lambda) = A(\lambda) \sum_{j=1}^{n+1} \alpha_j \frac{q_j}{\lambda - a_j} \)

or \( U^C(\lambda) = \sum_{j=1}^{n+1} \alpha_j \prod_{\ell \neq j}(\lambda - a_j) \) where \( \alpha_j \) are real. Because \( U^C \) is monic of degree \( n \), from the assumed positions of the roots \( u_{k,j} \) is

\[
\text{sgn}(U^C(a_j)) = \begin{cases} 
(1)^{j-n} & \text{if } j = k+1, \ldots, n+1 \\
(1)^{n-j+1} & \text{if } j = 1, \ldots, k.
\end{cases} \tag{5.2}
\]

However, \( U^C(a_j) = \alpha_j \prod_{\ell \neq j}(a_j - a_{j-1}) \) and \( \text{sgn}(U^C(a_j)) = \text{sgn}(\alpha_j)(-1)^{n-j+1} \). By equating signs is \( \text{sgn}(\alpha_j) = 1 \) if \( j = 1, \ldots, k \) and the equations \( Q_j^2 = \alpha_j \) for \( j = 1, \ldots, k \) have only real roots. Respectively, \( \text{sgn}(\alpha_j) = -1 \) if \( j = k+1, \ldots, n+1 \) and the equations \( Q_j^2 = \alpha_j \) for \( j = k+1, \ldots, n+1 \) have only imaginary roots. Similarly, we can prove that \( P = (p_1, \ldots, p_k, i p_{k+1}, \ldots, i p_{n+1}) \) from the signs of the polynomial \( W^C \) at \( a_j \).

**Proof of Theorem 1.** If we denote the ordered roots of \( f_h(\lambda) \) by \( c_1, c_2, \ldots, c_{2n+1} \), the potions of the roots \( u_{k,1} = u_1, \ldots, u_{k,n} = u_n \) of the polynomial \( U_h(\lambda) \) are the same as is presented in Figure 1. In this case the real curve in figure is the real part of the spectral curve in regard to the involution \( \tau_k \). From isomorphism (5.1), Proposition 4.1 and proposition above, Theorem 1 is proved.

We finish our study with the similar proposition for another family of the real forms of the complex Neumann system. This family corresponds to the involution \( \tau_k \) where \( \mathcal{S} = \{k\} \) for \( k = 2, 3, \ldots, n+1 \). The case \( \mathcal{S} = \{1\} \) is already included in the previous proposition. We shall write simply \( u_{\{k\},1} = u_1, \ldots, u_{\{k\},n} = u_n \).

**Proposition 5.3.** Complex coordinates \( Q \) and \( P \) are equal to

\[
(i q_1, \ldots, i q_{k-1}, q_k, i q_{k+1}, \ldots, i q_{n+1}) \quad \text{and} \quad (i p_1, \ldots, i p_{k-1}, p_k, i p_{k+1}, \ldots, i p_{n+1})
\]

respectively if and only if the coefficients of the polynomials \( U^C, V^C \) and \( W^C \) are real and the roots of the polynomial \( f_h(\lambda) \) and the roots \( u_1, \ldots, u_n \) of \( U^C(\lambda) \) are arranged in the following order.
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1. if \( k = 2, \ldots, n \): 
\[
\begin{align*}
&u_1 < a_1 < u_2 < a_2 < \ldots < u_{k-1} < a_k < a_{k+1} < u_k < a_{k+2} < u_{k+1} < \ldots \\
&\ldots < a_n < u_{n-1} < a_{n+1} < u_n
\end{align*}
\]
and \( b_j \in (u_j, u_{j+1}) \) for \( j = 1, \ldots, n-1 \) and \( b_n \in (u_n, \infty) \).

2. if \( k = n+1 \): 
\[
\begin{align*}
&u_1 < a_1 < u_2 < a_2 < \ldots < u_{n-1} < a_n < u_n < a_{n+1} \\\n&\text{and } b_j \in (u_j, u_{j+1}) \text{ for } j = 1, \ldots, n-1 \text{ and } b_n \in (u_n, \infty).
\end{align*}
\]

**Proof.** We prove the case \( k = 2, \ldots, n \). For \( k = n+1 \) the proof is similar. If \( Q = (iq_1, \ldots, iq_{k-1}, q_k, iq_{k+1}, \ldots, iq_{n+1}) \) and \( P = (ip_1, \ldots, ip_{k-1}, p_k, ip_{k+1}, \ldots, ip_{n+1}) \) for \( k = 2, \ldots, n \), the polynomials \( U^C, V^C \) and \( W^C \) are real and \( U^C(\lambda) = U(\lambda) = A(\lambda) \sum_{j=1}^{n+1} \varepsilon_{(k),j} \frac{\alpha_j}{\lambda - \alpha_j} \) for \( \varepsilon_{(k),j} = 1 \) and \( \varepsilon_{(k),j} = -1 \) if \( j \neq k \). The zeros of \( U(\lambda) \) are placed as mentioned in (2.3). Since \( f_h(\lambda) \) has an odd number (one or three) of the roots noted by \( a_j \) on the interval \((u_j, u_{j+1})\) and \( f_h(u_j) > 0 \), there exist another roots \( b_j \in (u_j, u_{j+1}) \) for \( j = 1, 2, \ldots, n-1 \). Since \( f_h(u_1) > 0 \) and \( f_h(\lambda) < 0 \) for \( \lambda > 0 \), another (and the last one) root is \( b_n \in (u_n, \infty) \).

Conversely, the polynomials \( U^C = U, V^C = V \) and \( W^C = W \) are real and \( f_h \) and \( f_\lambda \) have roots in the mentioned order. Using a partial fractional decomposition is \( U(\lambda) = A(\lambda) \sum_{j=1}^{n+1} \frac{\alpha_j}{\lambda - \alpha_j} \) or \( U(\lambda) = \sum_{j=1}^{n+1} \alpha_j \prod_{i \neq j} (\lambda - a_i) \) where \( \alpha_j \) are real. Since \( U \) is monic of degree \( n \) and from the position of the roots depending on \( a_1, \ldots, a_{n+1} \), the following applies:
\[
\text{sgn}(U(a_j)) = \begin{cases} 
(-1)^{n-j} & \text{if } j = 1, \ldots, k \text{ and } j = k+1, \ldots, n+1 \\
(-1)^{n-j+1} & \text{if } j = k.
\end{cases}
\]
(5.3)

However, \( U(a_j) = \alpha_j \prod_{i \neq j} (a_j - a_i) \) and \( \text{sgn}(U(a_j)) = \text{sgn}(\alpha_j)(-1)^{n-j+1} \). Therefore, the equation \( Q_k^2 = \alpha_k \) has only real roots and the equations \( Q_j^2 = \alpha_j \) for \( j = 1, \ldots, k-1 \) and \( j = k+1, \ldots, n+1 \) have only imaginary roots. Similarly, we could prove that \( P = (ip_1, \ldots, ip_{k-1}, p_k, ip_{k+1}, \ldots, ip_{n+1}) \) from the signs of polynomial \( W \) at \( a_j \).

---

**Fig. 2.** Real part of the spectral curve \( \mu^2 = f(\lambda) \) in regard to the involution \( \tau_{(k)} \)

---

**Proof of Theorem 2.** If we denote the ordered roots of \( f_h(\lambda) \) again by \( c_1, c_2, \ldots, c_{2n+1} \), the potions of the roots \( u_1 \) \ldots \( u_n \) of the polynomial \( U(\lambda) \) are illustrated in Figure 2. The real curve in figure is the real part of the spectral curve respected to the involution \( \tau_{(k)} \). From isomorphism (5.1), Proposition 4.1 and proposition above the connected components of the moment map’s regular level set of \( (T^n, H^\lambda_{(k)}, \alpha_{(k)} \lambda H_{(k)} ) \) for \( k = 2, 3, \ldots, n+1 \) is isomorphic to \( R \times T^{n-1} \cong R \times S_2 \times \ldots \times S_n \).
That the coordinates \((iq_1, \ldots, iq_{m-1}, q_m, \ldots, q_k, iq_{k+1}, \ldots, iq_{n+1})\) and
\((ip_1, \ldots, ip_{m-1}, p_m, \ldots, p_k, ip_{k+1}, \ldots, ip_{n+1})\) for \(m \geq 2\) and \(k > m\) can not be included in the previous proposition and in Theorem 2 clearly explains the following example:

**Example 5.1.** For the hyperboloid \(-q_1^2 + q_2^2 + q_3^2 = 1\), we have

\[
U_{\{2,3\}}(\lambda) = -q_1^2(\lambda - a_2)(\lambda - a_3) + q_2^2(\lambda - a_1)(\lambda - a_3) + q_3^2(\lambda - a_1)(\lambda - a_2).
\]

The roots \(u_1\) and \(u_2\) of \(U_{\{2,3\}}\) are placed: \(u_1 < a_1 < a_2 < u_2 < a_3\) and \(f_h(u_1) \geq 0\) and \(f_h(u_2) \geq 0\).

However, \(f_h(\lambda) = - (\lambda - a_1)(\lambda - a_2)(\lambda - a_3)(\lambda - b_1)(\lambda - b_2)\) and the positions of the roots \(b_1\) and \(b_2\) are not determined precisely. There are three possibilities: \(b_1, b_2 \in (-\infty, u_1)\) or \(b_1, b_2 \in (u_1, u_2)\) or \(b_1, b_2 \in (u_2, \infty)\).

For the Hamiltonian system \((T^*\mathcal{H}^2_{\{2,3\}}, \omega_{\{2,3\}}, H_{\{2,3\}})\), the topology of the level sets of the momentum map depends on the position of the regular value of the momentum map in the bifurcation diagram.
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