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In this paper we obtain the discrete integrable self-dual network hierarchy associated with a discrete spectral
problem. On the basis of the theory of algebraic curves, the continuous flow and discrete flow related to the
discrete self-dual network hierarchy are straightened using the Abel-Jacobi coordinates. The meromorphic
function and the Baker-Akhiezer function are introduced on the hyperelliptic curve. Quasi-periodic solutions
of the discrete self-dual network hierarchy are constructed with the help of the asymptotic properties and the
algebra-geometric characters of the meromorphic function, the Baker-Akhiezer function and the hyperelliptic
curve.
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1. Introduction

As is well known, in the past few years a lot of work has been done to study the effects of dis-
creteness on the dynamics and physical properties of solitons [1, 16, 18, 20-23]. In these studies,
integrable differential difference equations have played an important role since a number of physi-
cally interesting problems can be modelled with nonlinear differential-difference equations, includ-
ing particle vibrations in lattice, currents in electrical networks, pulses in biological chains, etc.
Unlike difference equations which are fully discretized, differential-difference equations are semi-
discretized with some of their spacial variables discretized while time usually kept continuous. The
differential difference equations also play an important part in numerical simulations of nonlin-
ear partial differential equations, queuing problems, and discretizations in solid state and quantum
physics. Here we study the nonlinear self-dual network equation

ut = (ε−u2)(v− v−),
vt = (ε− v2)(u+−u)

(1.1)
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associated with the discrete spectral problem

χ(n+1) =Unχ(n), Un =
1

γπ

(
λ +uv εu+λ−1v

u+ ελv λ−1 +uv

)
, (1.2)

where u and v are two potentials, γ =
√

1− εu2, π =
√

1− εv2, ε = ±1. The nonlinear self-
dual network equation describes the propagation of electrical signals in a cascade of four-terminal
nonlinear LC self-dual circuits, and was first proposed by Hirota [18], and then studied by Ablowitz
and Ladik [1], Göktas and Hereman [16], Shabat and Yamilov [21], Wadati [23], and others [20,
24].

Quasi-periodic (or algebra-geometric, or finite-band) solutions of soliton equations are very
important besides of itself interest, which reveal inherent structure mechanism of solutions and
describe the quasi-periodic behavior of nonlinear phenomenon or characteristic for the integrability
of soliton equations. In a series of literatures, various methods were developed from which quasi-
periodic solutions for a lot of soliton equations have been derived, such as the Toda lattice, Kac-van
Moerbeke lattice, the relativistic Toda lattice, the discrete mKdV equation, the discrete nonlinear
Schrödinger equation, the discrete Ablowitz-Ladik equation, and so on [2-14, 18].

In this paper, our principal aim is to study straightening out of the discrete self-dual network
flows, including the continuous flow and discrete flow, based on the ideas in refs. [12, 14], from
which we obtain quasi-periodic solutions of the discrete self-dual network hierarchy. The outline
of this paper is as follows. In section 2, we derive the discrete self-dual network hierarchy with the
aid of the discrete stationary zero-curvature equation, in which the first nontrivial member is the
discrete self-dual network equation. In section 3, we introduce a Lax matrix and establish a direct
relation between the elliptic variables and the potentials. The discrete self-dual network hierarchy
is separated into solvable ordinary differential equations. In section 4, the hyperelliptic Riemann
surface of arithmetic genus N and the Abel-Jacobi coordinates are introduced from which the cor-
responding continuous flow is straightened out. In the last section, the corresponding discrete flow
is straightened out and quasi-periodic solutions of the discrete self-dual network hierarchy are con-
structed in terms of the Riemann theta functions according to the asymptotic properties and the
algebra-geometric characters of the meromorphic function on the hyperelliptic curve.

2. The hierarchy of discrete self-dual network equations

In this section, we shall derive the discrete self-dual network hierarchy associated with a discrete
spectral problem with two potentials. Throughout this paper we suppose the following hypothesis.

Hypothesis 2.1. Assume that u and v satisfy

u(·, t), v(·, t) ∈ CZ, t ∈ R, u(n, ·), v(n, ·) ∈C1(R), n ∈ Z,
u(n, t)v(n, t) 6= 0, (n, t) ∈ Z×R,

where u = u(n, t),v = v(n, t), and CZ denotes the set of all complex-valued sequences indexed by
Z. For the sake of convenience, we denote by E± the shift operators acting on complex-valued
sequences f = { f (n)}n∈Z according to

(E± f )(n) = f (n±1), n ∈ Z.

and define difference operator4= E−1. Moreover, we will frequently use the notation

f± = E± f , f ∈ CZ.
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Let us consider the discrete spectral problem

χ(n+1) =Unχ(n), Un =
1

γπ

(
λ +uv εu+λ−1v

u+λεv λ−1 +uv

)
, (2.1)

where u,v are two potentials, λ is a constant spectral parameter,

γ =
√

1− εu2, π =
√

1− εv2, ε =±1.

Proposition 2.2. Let two matrices Vn and V̂n satisfy

V̂nU (1)
n −U (1)

n Vn = 0, V+
n U (2)

n −U (2)
n V̂n = 0, (2.2)

where(z2 = λ )

U (1)
n =

1
γ

(
z z−1εu
zu z−1

)
, U (2)

n =
1
π

(
z z−1v

zεv z−1

)
. (2.3)

Then Vn satisfies the discrete stationary zero-curvature equation

V+
n Un−UnVn = 0, (2.4)

and detVn and detV̂n are constants independent of n.
Proof. Noticing Un =U (2)

n U (1)
n , we have

V+
n Un−UnVn = (V+

n U (2)
n −U (2)

n V̂n)U
(1)
n +U (2)

n (V̂nU (1)
n −U (1)

n Vn) = 0.

By(2.2), we arrive at detV+
n = detV̂n and detV̂n = detVn, which imply that detVn and detV̂n are

constants independent of n. �
Assume that solutions Vn and V̂n of (2.2) take the form

Vn =

(
Ĝ F̂

λ Ĥ −Ĝ

)
, V̂n =

(
â b̂

λ ĉ −â

)
. (2.5)

Then (2.2) can be written as

â− Ĝ+ub̂− εuĤ = 0,
b̂−λ F̂ + εu(â+ Ĝ) = 0,
λ ĉ− Ĥ−u(â+ Ĝ) = 0,
Ĝ− â+λεuĉ−λuF̂ = 0,

(2.6)

Ĝ+− â+ εvF̂+− vĉ = 0,
F̂+−λ b̂+ v(â+ Ĝ+) = 0,
λ Ĥ+− ĉ− εv(â+ Ĝ+) = 0,
â− Ĝ+− ελvb̂+λvĤ+ = 0.

(2.7)

Let

Ĝ =
∞

∑
j=0

ĝ j,+λ
− j, F̂ =

∞

∑
j=0

f̂ j,+λ
− j, Ĥ =

∞

∑
j=0

ĥ j,+λ
− j,
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â =
∞

∑
j=0

â j,+λ
− j, b̂ =

∞

∑
j=0

b̂ j,+λ
− j, ĉ =

∞

∑
j=0

ĉ j,+λ
− j (2.8)

with the condition

Ĝ2 +λ F̂Ĥ =
1
4
, â2 +λ b̂ĉ =

1
4
. (2.9)

Substituting (2.8) into (2.6), (2.7) and (2.9) and comparing the coefficients of the same power for
λ , we obtain

ĝ0,+ = 1
2 , f̂0,+ = 0, ĥ0,+ = 0,

â0,+ = 1
2 , b̂0,+ = 0, ĉ0,+ = 0,

(2.10)

â j,+− ĝ j,++ub̂ j,+− εuĥ j,+ = 0,
b̂ j,+− f̂ j+1,++ εu(â j,++ ĝ j,+) = 0,
ĉ j+1,+− ĥ j,+−u(â j,++ ĝ j,+) = 0,
ĝ j,+− â j,++ εuĉ j+1,+−u f̂ j+1,+ = 0,

(2.11)

ĝ+j,+− â j,++ εv f̂+j,+− vĉ j,+ = 0,
f̂+j,+− b̂ j+1,++ v(a j,++ ĝ+j,+) = 0,
ĥ+j+1,+− ĉ j,+− εv(â j,++ ĝ+j,+) = 0,
â j,+− ĝ+j,+− εvb̂ j+1,++ vĥ+j,+ = 0,

(2.12)

j
∑

k=0
ĝk,+ĝ j−k,++

j+1
∑

k=0
f̂k,+ĥ j−k+1,+ = 0,

j
∑

k=0
âk,+â j−k,++

j+1
∑

k=0
b̂k,+ĉ j−k+1,+ = 0 ( j ≥ 1).

(2.13)

Then ĝ j,+, f̂ j,+, ĥ j,+, â j,+, b̂ j,+, ĉ j,+ are uniquely determined by the recursion relations (2.10)-(2.13).
It is easy to see that

ĝ1,+ =−uv−, f̂1,+ = εu, ĥ1,+ = εv−,
ĝ2,+ =−ε(uu−+ vv−)+uv−(uv+uv−+u−v−),
f̂2,+ = v− εu(uv−+uv), ĥ2,+ = u−−2εv−(uv−+u−v−),
â1,+ =−uv, b̂1,+ = v, ĉ1,+ = u,
â2,+ =−ε(uu++ vv−)+uv(u+v+uv+uv−),
b̂2,+ = εu+− v(u+v+uv), ĉ2,+ = εv−−u(uv−+uv).

(2.14)

On the other hand, we consider the following assumption:

Ĝ =
∞

∑
j=0

ĝ j,−λ
j, F̂ =

∞

∑
j=0

f̂ j,−λ
j, Ĥ =

∞

∑
j=0

ĥ j,−λ
j,

â =
∞

∑
j=0

â j,−λ
j, b̂ =

∞

∑
j=0

b̂ j,−λ
j, ĉ =

∞

∑
j=0

ĉ j,−λ
j (2.15)
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with the condition

Ĝ2 +λ F̂Ĥ =
1
4
, â2 +λ b̂ĉ =

1
4
. (2.16)

Substituting (2.15) into (2.6), (2.7) and (2.16), we obtain

ĝ0,− =−1
2 , f̂0,− = v−, ĥ0,− = u,

â0,− =−1
2 , b̂0,− = εu, ĉ0,− = εv,

(2.17)

â j,−− ĝ j,−+ub̂ j,−− εuĥ j,− = 0,
b̂ j,−− f̂ j−1,−+ εu(â j,−+ ĝ j,−) = 0,
ĉ j−1,−− ĥ j,−−u(â j,−+ ĝ j,−) = 0,
ĝ j,−− â j,−+ εuĉ j−1,−−u f̂ j−1,− = 0,

(2.18)

ĝ+j,−− â j,−+ εv f̂+j,−− vĉ j,− = 0,
f̂+j,−− b̂ j−1,−+ v(â j,−+ ĝ+j,−) = 0,
ĥ+j−1,−− ĉ j,−− εv(â j,−+ ĝ+j,−) = 0,
â j,−− ĝ+j,−− εvb̂ j−1,−+ vĥ+j−1,− = 0,

(2.19)

j
∑

k=0
ĝk,−ĝ j−k,−+

j−1
∑

k=0
f̂k,−ĥ j−k−1,− = 0,

j
∑

k=0
âk,−â j−k,−+

j−1
∑

k=0
b̂k,−ĉ j−k−1,− = 0 ( j ≥ 1).

(2.20)

Then ĝ j,−, f̂ j,−, ĥ j,−, â j,−, b̂ j,−, ĉ j,− are uniquely determined by the recursion relations (2.17)-(2.20),
and

ĝ1,− = uv−, f̂1,− = εu−− v−(uv−+u−v−),
ĥ1,− = εv−u(uv−+uv),
ĝ2,− = ε(uu−+ vv−)−uv−(uv+uv−+u−v−),
â1,− = uv, b̂1,− = v−− εu(uv−+uv),
ĉ1,− = u+− εv(u+v+uv),
â2,− = ε(uu++ vv−)−uv(u+v+uv+uv−).

(2.21)

Proposition 2.3. Let two matrices V (m)
n and V̂n

(m) be solutions of equations

U (1)
ntm = V̂ (m)

n U (1)
n −U (1)

n V (m)
n , U (2)

ntm =V (m)
n+1U (2)

n −U (2)
n V̂ (m)

n , (2.22)

which imply that V (m)
n satisfies the discrete zero-curvature equation

Untm =V (m)
n+1Un−UnV (m)

n , (2.23)

where U (1)
n and U (2)

n are defined by (2.3).
Proof. By using (2.2), a direct calculation shows that
Untm−V (m)

n+1Un +UnV (m)
n = (U (2)

ntm −V (m)
n+1U (2)

n +U (2)
n V̂ (m)

n )U (1)
n

+U (2)
n (U (1)

ntm −V̂ (m)
n U (1)

n +U (1)
n V (m)

n ) = 0. �
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Let V (m)
n and V̂ (m)

n of (2.22) take the form

V (m)
n =

(
G̃m F̃m

λ H̃m −G̃m

)
, V̂ (m)

n =

(
ãm b̃m

λ c̃m −ãm

)
, m = (m,m) ∈ N2

0, (2.24)

where G̃m, F̃m, H̃m, ãm, b̃m, c̃m are polynomials of the spectral parameter λ , which take the form

G̃m =
m
∑
j=0

g̃ j,+λ m− j +
m
∑
j=0

g̃ j,−λ j−m,

F̃m =
m
∑
j=0

f̃ j,+λ m− j +
m−1
∑
j=0

f̃ j,−λ j−m,

H̃m =
m
∑
j=0

h̃ j,+λ m− j +
m−1
∑
j=0

h̃ j,−λ j−m,

ãm =
m
∑
j=0

ã j,+λ m− j +
m
∑
j=0

ã j,−λ j−m,

b̃m =
m
∑
j=0

b̃ j,+λ m− j +
m−1
∑
j=0

b̃ j,−λ j−m,

c̃m =
m
∑
j=0

c̃ j,+λ m− j +
m−1
∑
j=0

c̃ j,−λ j−m.

(2.25)

with g̃ j,± =
j

∑
s=0

α̃ j−s,+ĝ j,±, f̃ j,± =
j

∑
s=0

α̃ j−s,+ f̂ j,±, h̃ j,± =
j

∑
s=0

α̃ j−s,+ĥ j,±, ã j,± =
j

∑
s=0

α̃ j−s,+â j,±,

b̃ j,± =
j

∑
s=0

α̃ j−s,+b̂ j,±, c̃ j,± =
j

∑
s=0

α̃ j−s,+ĉ j,±, α̃ j,+ (0≤ j ≤m) are constants. Then (2.22) can be

written as

γ(γ−1)tm = ãm− G̃m +ub̃m− εuH̃m,

εutm + εuγ(γ−1)tm = b̃m−λ F̃m + εu(ãm + G̃m),

utm +uγ(γ−1)tm = λ c̃m− H̃m−u(ãm + G̃m),

γ(γ−1)tm = G̃m− ãm +λεuc̃m−λuF̃m,

(2.26)

π(π−1)tm = G̃+
m− ãm + εvF̃+

m − vc̃m,

vtm + vπ(π−1)tm = F̃+
m −λ b̃m + v(ãm + G̃+

m),

εvtm + εvπ(π−1)tm = λ H̃+
m − c̃m− εv(ãm + G̃+

m),

π(π−1)tm = ãm− G̃+
m−λεvb̃m +λvH̃+

m ,

(2.27)

that is

(1− εu2)(ε b̃m,+− c̃m−1,−)+(1+ εu2)(h̃m,+− ε f̃m−1,−)+4u(g̃m,++ g̃m,−) = 0,
(1− εv2)( f̃+m − ε h̃+m−1,−)+(1+ εv2)(ε c̃m,+− b̃m−1,−)+4v(ãm,++ ãm,−) = 0,

(2.28)

and

utm = 1
2(1− εu2)(ε b̃m,+− h̃m,+− ε f̃m−1,−+ c̃m−1,−),

vtm = 1
2(1− εv2)( f̃+m,+− ε c̃m,+− b̃m−1,−+ ε h̃m−1,+),

m = (m,m) ∈ N2
0. (2.29)

Iterating (2.11)-(2.13) and (2.18)-(2.20), a direct calculation shows that (2.28) is an identity. It is
just the discrete self-dual network hierarchy for varying m = (m,m)∈N2

0 in Eq. (2.29), and the first
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nontrivial equation in this hierarchy is the discrete self-dual network equation

ut = (ε−u2)(v− v−),
vt = (ε− v2)(u+−u).

(2.30)

for α̃0,+ = α̃0,− = 1, m = (1,1), t(1,1) = t.

3. Evolution of the elliptic variables

In what follows, we will establish a relation between the elliptic variables and the potentials. Let
ψ(n) = (ψ1(n),ψ2(n))T and ϕ(n) = (ϕ1(n),ϕ2(n))T be two basic solutions of (2.1) and (2.23). We
introduce a Lax matrix

Wn =
1
2
(ψ(n)ϕ(n)T +ϕ(n)ψ(n)T)

(
0 −1
1 0

)
=

(
G(n) F(n)

λH(n) −G(n)

)
, (3.1)

which satisfies the Lax equations

Wn+1Un−UnWn = 0, Wn,tm = [V (m)
n ,Wn]. (3.2)

Therefore, detW is a constant independent of n and tm. In fact, we obtain by the first expression
of (3.2) that Wn+1 =UnWnU−1

n . Then detWn+1 = detWn, which means that detWn is independent of
n. In a way similar to the continuous case, a direct calculation shows that (detWn)tm = 0. Equation
(3.2) can be written as

(λ +uv)4G+(u+λεv)F+− (λεu+ v)H = 0,
(εu+λ−1v)(G++G)+(λ−1 +uv)F+− (λ +uv)F = 0,
(u+λεv)(G++G)−λ (λ +uv)H++(1+λuv)H = 0,
(λ−1 +uv)4G− (λεu+ v)H++(u+λεv)F = 0,

(3.3)

and

G(n)tm = λ F̃m(n)H(n)−λ H̃m(n)F(n),
F(n)tm = 2G̃m(n)F(n)−2F̃m(n)G(n),
H(n)tm = 2H̃m(n)G(n)−2G̃m(n)H(n).

(3.4)

Now we suppose the functions G(n), F(n) and H(n) are finite-order polynomials in λ :

G(n) =
N1

∑
j=0

g j,+(n)λ N1− j +
N2−1

∑
j=0

g j,−(n)λ−N2+ j,

F(n) =
N1

∑
j=0

f j,+(n)λ N1− j +
N2−1

∑
j=0

f j,−(n)λ−N2+ j,

H(n) =
N1

∑
j=0

h j,+(n)λ N1− j +
N2−1

∑
j=0

h j,−(n)λ−N2+ j.

(3.5)
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Substituting (3.5) into (3.3) yields

g0,+ = 1
2 α0,+, f0,+ = 0, h0,+ = 0,

g1,+ =−α0,+uv−+ 1
2 α1,+, f1,+ = εα0,+u, h1,+ = εα0,+v−,

g2,+ =−εα0+(uu−+ vv−)+α0,+uv−(uv+uv−+u−v−)−α1,+uv−+ 1
2 α2,+,

f2,+ = α0+v− εα0+u(uv−+uv)+ εα1,+u,
h2,+ = α0+u−− εα0+v−(uv−+u−v−)+ εα1,+v−,

g0,− =−1
2 α0,−, f0,− = α0,−v−, h0,− = α0,−u,

g1,− = α0,−uv−− 1
2 α1,−, f1,− = εα0,−u−−α0,−v−(uv−+u−v−)+α1,−v−,

h1,− = εα0,−v−α0,−u(uv−+uv)+α1,−u,
g2,− = εα0,−(uu−+ vv−)−α0,−uv−(uv+uv−+u−v−)+α1,−uv−− 1

2 α2,−.

(3.6)

Subsequently, it will be useful to work with the homogeneous coefficients, ĝ j,±, f̂ j,±, and ĥ j,±,

defined by the vanishing of all summation constants αk,± for k = 1,2, . . . , j, and α0,± = 1,

ĝ0,+(n) = 1
2 , ĝ0,−(n) =−1

2 , ĝ j(n) = g j(n) |α0,±=1,αk,±=0,k=1,..., j, j ∈ N,
f̂0,+(n) = 0, f̂0,−(n) = v−, f̂ j(n) = f j(n) |α0,±=1,αk,±=0,k=1,..., j, j ∈ N,
ĥ0,+(n) = 0, ĥ0,−(n) = u, ĥ j(n) = h j(n) |α0,±=1,αk,±=0,k=1,..., j, j ∈ N.

(3.7)

By induction one infers that

g j,±(n) =
k
∑

l=0
α j−l,±ĝk,±(n), f j,±(n) =

k
∑

l=0
α j−l,± f̂k,±(n), h j,±(n) =

k
∑

l=0
α j−l,±ĥk,±(n). (3.8)

Similarly, the corresponding homogeneous polynomials are defined by (l ∈ N)

F̂0,± = 0, F̂l,+(λ ) =
l−1
∑

k=0
f̂l−k,+(n)λ k, F̂l,−(λ ) =

l
∑

k=1
f̂l−k,−(n)λ−k,

Ĝ0,+ = 1
2 , Ĝl,+(λ ) =

l
∑

k=0
ĝl−k,+(n)λ k,

Ĝ0,− =−1
2 , Ĝl,−(λ ) =

l
∑

k=0
ĝl−k,−(n)λ−k.

Ĥ0,± = 0, Ĥl,+(λ ) =
l−1
∑

k=0
ĥl−k,+(n)λ k, Ĥl,−(λ ) =

l
∑

k=1
ĥl−k,−(n)λ−k.

Then one immediately finds that

F̃m(n) =
m
∑

k=0
α̃m−k,+F̂k,++

m−1
∑

k=0
α̃m−k,+F̂k,−,

G̃m(n) =
m
∑

k=0
α̃m−k,+Ĝk,++

m
∑

k=0
α̃m−k,+Ĝk,−,

H̃m(n) =
m
∑

k=0
α̃m−k,+Ĥk,++

m−1
∑

k=0
α̃m−k,+Ĥk,−.
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Noticing the first expression of (3.3), (3.5) and (3.6), we can write F(n) and H(n) as finite
products which take the form:

F(n) = α0,+εuλ−N2
N
∏
j=1

(λ −µ j(n)),

H(n) = α0,+εv−λ−N2
N
∏
j=1

(λ −ν j(n)), N = N1 +N2−1,
(3.9)

where the roots {µ j(n)} j=1,...,N , {ν j(n)} j=1,...,N are called elliptic variables. Comparing the coeffi-
cients of λ N1−1,λ−N2 in the expressions of F(n) in (3.6) and (3.9), respectively, we arrive at

N

∑
j=1

µ j(n) =
εu(uv+uv−)− v

εu
− α1,+

α0,+
,

N

∑
j=1

ν j(n) =
εv−(uv−+u−v−)−u−

εv−
− α1,+

α0,+
,

εv−

u
= (−1)N α0,+

α0,−

N

∏
j=1

µ j(n),

εu
v−

= (−1)N α0,+

α0,−

N

∏
j=1

ν j(n).

(3.10)

Since detWn only depends on λ , whose coefficients are constants of the n-flow and tm-flow, we have

−detWn = G2(n)+λF(n)H(n) =
1
4

α
2
0,+λ

−2N2
2N+2

∏
j=1

(λ −λ j) = R(λ ), (3.11)

from which we obtain

G(n) |λ=µk(n)=
√

R(µk(n)), G(n) |λ=νk(n)=
√

R(νk(n)). (3.12)

Noticing (3.4) and (3.9), we get

F(n)tm |λ=µk(n)=−α0,+εuµk,tm(n)µk(n)
−N2

N
∏
j=1
j 6=k

(µk(n)−µ j(n)) =−2
√

R(µk(n))F̃m(n) |λ=µk(n),

H(n)tm |λ=νk(n)=−α0,+εv−νk,tm(n)νk(n)
−N2

N
∏
j=1
j 6=k

(νk(n)−ν j(n)) = 2
√

R(νk(n))H̃m(n) |λ=νk(n),

(3.13)
which means

µk,tm(n) =
2
√

R(µk(n))µ
N2
k (n)F̃m(n) |λ=µk(n)

α0,+εu
N
∏
j=1
j 6=k

(µk(n)−µ j(n))
,

νk,tm(n) =−
2
√

R(νk(n))ν
N2
k (n)H̃m(n) |λ=νk(n)

α0,+εv−
N
∏
j=1
j 6=k

(νk(n)−ν j(n))

(3.14)
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with 1≤ k ≤ N and

F̃m(n) |λ=µk (n) =
m
∑
j=0

f̃ j,+(n)µ
m− j
k +

m−1
∑
j=0

f̃ j,−(n)µ
−m+ j
k ,

H̃m(n) |λ=νk (n) =
m
∑
j=0

h̃ j,+(n)ν
m− j
k +

m−1
∑
j=0

h̃ j,−(n)ν
−m+ j
k .

(3.15)

4. Straightening out of various flows

In the section, we shall discuss straightening out of the corresponding continuous flows. Noticing
(3.11), one is naturally led to introduce the hyperelliptic curve KN of arithmetic genus N defined
by

KN : FN(λ ,y) = y2−4α
−2
0,+λ 2N2R(λ ) = 0, (4.1)

where
{

λ j
}

j=1,··· ,2N+2 ⊂ C and

R(λ ) =
1
4

α
2
0,+λ

−2N2
2N+2

∏
j=1

(λ −λ j).

The curve KN can be compactified by joining two points at infinity, P∞±, where P∞+ 6= P∞−. For
notational simplicity the compactification is also denoted by KN . Points P on KN\{P∞+,P∞−}
are represented as pairs P = (λ ,y), where y(·) is the meromorphic function on KN satisfying
FN(λ ,y) = 0. Here we assume that the zeros λ j of R(λ ) in (3.11) are mutually distinct, which
means λ j 6= λk, for j 6= k, 1≤ j, k≤ 2N+2, then the hyperelliptic curve KN becomes nonsingular.
According to the definition of KN , we can lift the roots {µ j(n)} of F(n) and {ν j(n)} of H(n) to
KN by introducing

µ̂ j(n, tm) = (µ j(n, tm),−2α
−1
0,+µ j(n, tm)N2G(µ j(n, tm),n, tm)), (4.2)

ν̂ j(n, tm) = (ν j(n, tm),2α
−1
0,+ν j(n, tm)N2G(ν j(n, tm),n, tm)), (4.3)

where j = 1, . . . ,N, (n, tm) ∈ Z×R. We also introduce the points P0,± by

P0,± = (0,y(λ = 0)) =
(

0,±α0,−
α0,+

)
∈KN ,

α2
0,−

α2
0,+

=
2N+2

∏
j=1

λ j. (4.4)

We emphasize that P0,± and P∞± are not necessarily on the same sheet of KN .
Next, we briefly recall our conventions used in connection with divisors on KN . A map, D :

KN → Z, is called a divisor on KN if D(P) 6= 0 for only finitely many P ∈KN . The set of divisors
on KN is denote by Div(KN). We shall employ the following notation for divisors,

DQ0Q = DQ +DQ0 , DQ = DQ1 + · · ·+DQN ,

Q = {Q1, . . . ,QN} ∈ SymN(KN), Q0 ∈KN , N ∈ N,

where for any Q ∈KN ,

D : KN → N0, P 7→ DQ(P) =


1, for P = Q,

0, P ∈KN \{Q},
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and SymN(KN) denotes the Nth symmetric product of KN .

From (4.1) we know that

1
4

α
2
0,+λ

−2N2y2 = G2 +λFH,

that is

(
1
2

α0,+λ
−N2y+G)(

1
2

α0,+λ
−N2y−G) = λFH,

then we can define the fundamental meromorphic function φ( · ,n, tm) on KN by

φ(P,n, tm) =
1
2 α0,+λ−N2y−G(n, tm)

F(n, tm)
=

λH(n, tm)
1
2 α0,+λ−N2y+G(n, tm)

,

P = (λ ,y) ∈KN , n ∈ N,
(4.5)

with divisor (φ( · ,n, tm)) of φ( · ,n, tm) given by

(φ( · ,n, tm)) = DP0,−ν̂(n,tm)−DP∞+ µ̂(n,tm) (4.6)

using (3.9). Here we abbreviated

µ̂(n, tm) = {µ̂1(n, tm), . . . , µ̂N(n, tm)}, ν̂(n, tm) = {ν̂1(n, tm), . . . , ν̂N(n, tm)}.

In order to straighten out the corresponding flows, we consider the Riemann surface KN and
equip KN with canonical basis cycles: a1, · · · ,aN ;b1, · · · ,bN , which are independent and have inter-
section numbers as follows

ai ◦a j = 0, bi ◦b j = 0, ai ◦b j = δi j.

For the present, we will choose our basis as the following set

ω̃l =
λ l−1dλ√

4α
−2
0,+λ 2N2R(λ )

, 1≤ l ≤ N, (4.7)

which are N linearly independent homomorphic differentials on KN . By using the cycles a j and b j,
the period matrices A and B can be constructed from

Ai j =
∫

a j

ω̃i, Bi j =
∫

b j

ω̃i.

It is possible to show that matrices A and B are invertible [17, 19]. Now we define the matrices C
and τ by C = A−1, τ = A−1B. The matrix τ can be shown to be symmetric (τi j = τ ji) and it has
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positive definite imaginary part (Imτ > 0). If we normalize ω̃l into the new basis ω j

ω j =
N

∑
l=1

C jlω̃l, 1≤ j ≤ N, (4.8)

then we have ∫
ai

ω j =
N

∑
l=1

C jl

∫
ai

ω̃l = δ ji,
∫

bi

ω j = τ ji.

Let T be the lattice generated by 2N vectors δ j,τ j, where δ j = (0, . . . ,0︸ ︷︷ ︸
j−1

,1,0, . . . ,0︸ ︷︷ ︸
N− j

) and τ j =

τδ j. The complex torus J = CN/T is called Jacobian variety of KN . Now we introduce the Abel
map A (P) : Div(KN)→J

A (P) =
∫ P

P0

ω, A (∑nkPk) = ∑nkA (Pk), (4.9)

where P,Pk ∈KN , ω = (ω1, . . . ,ωN). The Riemann theta function is defined as [17, 19]

θ(P,D) = θ (Λ−A (P)+A (D)) (4.10)

with P ∈KN , D ∈ Div(KN), and Λ = (Λ1, . . . ,ΛN) is defined by

Λ j =
1
2
(1+ τ j j)−

N

∑
i=1
i 6= j

∫
ai

ωi

∫ P

P0

ω j, j = 1, · · · ,N.

Define the Abel-Jacobi coordinates

ρ(1)(n, tm) = A

(
N

∑
k=1

P(µk(n))

)
=

N

∑
k=1

A (P(µk(n))) =
N

∑
k=1

∫ P(µk(n))

P0

ω,

ρ(2)(n, tm) = A

(
N

∑
k=1

P(νk(n))

)
=

N

∑
k=1

A (P(νk(n))) =
N

∑
k=1

∫ P(νk(n))

P0

ω,

(4.11)

where
P(µk(n)) = (µk(n),

√
4α
−2
0,+µk(n)2N2R(µk(n))), P(νk(n)) = (νk(n),

√
4α
−2
0,+νk(n)2N2R(νk(n))), and

P0 is chosen as a base point on KN . The components of the Abel-Jacobi coordinates in (4.11) read

ρ
(1)
j (n, tm) =

N

∑
k=1

∫
µ̂k(n,tm)

P0

ω j =
N

∑
k=1

N

∑
l=1

C jl

∫
µk

λ (P0)

λ l−1dλ√
4α
−2
0,+λ 2N2R(λ )

,

ρ
(2)
j (n, tm) =

N

∑
k=1

∫
ν̂k(n,tm)

P0

ω j =
N

∑
k=1

N

∑
l=1

C jl

∫
νk

λ (P0)

λ l−1dλ√
4α
−2
0,+λ 2N2R(λ )

,

(4.12)

where 1 ≤ j ≤ N. Without loss of generality, we choose the branch point P0 = (λ j0 ,0), j0 ∈
{1, · · · ,2N+2}, as a convenient base point on KN , and λ (P0) is its local coordinate. Then according
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to (4.9) and the definition of Riemann theta function in (4.10), we have

θ(P,Dµ̂(n,tm)) = θ(Λ−A (P)+ρ(1)(n, tm)),
θ(P,Dν̂(n,tm)) = θ(Λ−A (P)+ρ(2)(n, tm)).

From (3.14), we obtain

∂tmρ
(1)
j (n, tm) =

N

∑
l=1

N

∑
k=1

C jl
µ

l−1
k µk,tm√

4α
−2
0,+µk(n)2N2R(µk)

=
N

∑
l=1

N

∑
k=1

C jlµ
l−1
k F̃m(n) |λ=µk

εu
N
∏
i=1
i6=k

(µk−µi)

,

∂tmρ
(2)
j (n, tm) =

N

∑
l=1

N

∑
k=1

C jl
ν

l−1
k νk,tm√

4α
−2
0,+νk(n)2N2R(νk)

=
N

∑
l=1

N

∑
k=1

(−C jl)ν
l−1
k H̃m(n) |λ=νk

εv−
N
∏
i=1
i6=k

(νk−νi)

.

(4.13)

Before discussing the following theorem, we begin with some elementary results. Let{
λ j
}

j=1,...,2N+2 ⊂ C

for some N ∈ N0 and ξ ⊂ C, such that |ξ |< min
{
|λ1|−1, . . . , |λ2N+2|−1

}
, and abbreviate

λ = (λ1, . . . ,λ2N+2), λ
−1 = (λ−1

1 , . . . ,λ−1
2N+2).

Then (
2N+2

∏
j=1

(1−λ jξ )

)− 1
2

=
∞

∑
k=0

α̂k(λ )ξ
k, (4.14)

where

α̂0(λ ) = 1,

α̂k(λ ) =
k
∑

j1,..., j2N+2=0
j1+...+ j2N+2=k

(2 j1)!...(2 j2N+2)!
22k( j1!)2...( j2N+2!)2 λ

j1
1 ...λ

j2N+2
2N+2, k ∈ N. (4.15)

The first three coefficients are given explicitly by

α̂0(λ ) = 1, α̂1(λ ) =
1
2

2N+2
∑
j=1

λ j,

α̂2(λ ) =
1
4

2N+2
∑

j,k=1
j<k

λ jλk +
3
8

2N+2
∑
j=1

λ 2
j .

(4.16)

In a similar way, we have (
2N+2

∏
j=1

(1−λ jξ )

) 1
2

=
∞

∑
k=0

αk(λ )ξ
k, (4.17)

where

α0(λ ) = 1,

αk(λ ) =
k
∑

j1 ,..., j2N+2=0
j1+...+ j2N+2=k

(2 j1)!...(2 j2N+2)!
22k( j1!)2...( j2N+2!)2(2 j1−1)...(2 j2N+2−1)

λ
j1

1 ...λ
j2N+2

2N+2, k ∈ N. (4.18)
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The first few coefficients explicitly read

α0(λ ) = 1, α1(λ ) =−1
2

2N+2
∑
j=1

λ j,

α2(λ ) =
1
4

2N+2
∑

j,k=1
j<k

λ jλk− 1
8

2N+2
∑
j=1

λ 2
j .

(4.19)

Next, we turn to asymptotic expansions of various quantities in connection with the self-
dual network hierarchy. we begin with some general results associated with the self-dual network
hierarchy. Considering a fundamental system of solutions Ψ±(λ , ·) = (ψ1,±(λ , ·),ψ2,±(λ , ·))T of
U(λ )Ψ±(λ ) = Ψ

+
±(λ ) for λ ∈ C, with U given by (2.1) such that

det(Ψ−(λ ),Ψ+(λ )) 6= 0.

Introducing

φ± =
ψ2,±
ψ1,±

,

then φ± satisfy the Riccati-type equation

(λ +uv)φ+
± +(λ−1v+ εu)φ+

± φ± = u+λεv+(λ−1 +uv)φ±, (4.20)

and one introduces in addition

F̌ =
2

φ+−φ−
, (4.21)

Ǧ =−φ++φ−
φ+−φ−

, (4.22)

Ȟ =
−2λ−1φ+φ−

φ+−φ−
. (4.23)

Using the Riccati-type equation (4.20), one derives the identities

(λ +uv)(Ǧ+− Ǧ)+(u+λεv)F̌+− (λεu+ v)Ȟ = 0,
(εu+λ−1v)(Ǧ++ Ǧ)+(λ−1 +uv)F̌+− (λ +uv)F̌ = 0,
(u+λεv)(Ǧ++ Ǧ)−λ (λ +uv)Ȟ++(1+λuv)Ȟ = 0,
(λ−1 +uv)(Ǧ+− Ǧ)− (λεu+ v)Ȟ++(u+λεv)F̌ = 0,
Ǧ2 +λ F̌Ȟ = 1.

(4.24)

Moreover, (4.24) also permit one to derive nonlinear difference equations for Ǧ, F̌ , Ȟ, separately,{
(γ−π−)2(v+λεu)(λ−1v+ εu)F̌−+

[
(λ +uv)2(v−+λεu−)(λ−1v−+ εu−)

−(λ−1 +u−v−)2(v+λεu)(λ−1v+ εu)]F− γ2π2(v−+λεu−)(λ−1v−+ εu−)F̌+
}2

+4λ (λ−1v+ εu)(λ−1v−+ εu−)[(λ−1 +u−v−)(v+λεu)+(λ +uv)(v−+λεu−)]F̌

×
{
(λ +uv)(λ−1 +u−v−)[(λ +uv)(λ−1v−+ εu−)+(λ−1v+ εu)(λ−1 +u−v−)]F̌

−γ2π2(λ−1 +u−v−)(λ−1v−+ εu−)F̌+− (γ−π−)2(λ +uv)(λ−1v+ εu)F̌−
}

= 4(λ−1v−+ εu−)2(λ−1v+ εu)2[(v+λεu)(λ−1 +u−v−)+(λ +uv)(v−+λεu−)]2,

(4.25)
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[(λ +uv)(λ +u−v−)(u+λεv)(v−+λεu−)− (v+λεu)(λ−1 +u−v−)(λ−1 +uv)(u−+λεv−)]2G2

+
{
(u+λεv)(v−+λεu−)(λ +u−v−)(λ−1v+ εu)(G++G)

+(u−+λεv−)(v+λεu)(λ−1v−+ εu−)(λ−1 +uv)(G+G−)
+(λ−1 +u−v−)(v+λεu)(λ−1 +uv)(λ +u−v−)(G−G−)

−(λ +uv)(λ +u−v−)(λ−1 +uv)(v−+λεu−)(G+−G)
}

×
{
(v+λεu)(λ−1 +u−v−)(u+λεv)(u−+λεv−)(G++G)

+(v−+λεu−)(u+λεv)(λ +uv)(u−+λεv−)(G+G−)
+(λ +u−v−)(λ +uv)(u+λεv)(1+λu−v−)(G−G−)

−(λ−1 +uv)(u−+λεv−)(λ +uv)(1+λu−v−)(G+−G)
}

= [(λ +uv)(λ +u−v−)(u+λεv)(v−+λεu−)− (v+λεu)(λ−1 +u−v−)(λ−1 +uv)(u−+λεv−)]2,
(4.26){

[λ (λ +u−v−)2(u+λεv)2− (1+λuv)(λ−1 +uv)(u−+λεv−)2]Ȟ

+λ (γπ)2(u−+λεv−)2Ȟ+−λ (γ−π−)2(u+λεv)2Ȟ−
}2

+4λ [(u+λεv)2(λ +u−v−)(u−+λεv−)

+(u−+λεv−)2(u+λεv)(λ−1 +uv)]Ȟ
{
[(1+λuv)(λ−1 +uv)(λ +u−v−)(u−+λεv−)

+λ (λ +u−v−)2(λ−1 +uv)(u+λεv)]Ȟ−λ (γπ)2(λ +u−v−)(u−+λεv−)Ȟ+

−λ (γ−π−)2(u+λεv)(λ−1 +uv)Ȟ−
}

= 4[(u+λεv)2(λ +u−v−)(u−+λεv−)+(u−+λεv−)2(u+λεv)(λ−1 +uv)]2.
(4.27)

Next, we assume the existence of the asymptotic expansions of F̌ , Ǧ, Ȟ as P→ P∞± and P→
P0,±. More precisely, near 1

λ
= 0 we assume that

F̌(λ ) =
|λ |→0
λ∈CR

∓
∞

∑
l=0

f̌l,+λ
−l, Ǧ(λ ) =

|λ |→0
λ∈CR

∓
∞

∑
l=0

ǧl,+λ
−l, Ȟ(λ ) =

|λ |→0
λ∈CR

∓
∞

∑
l=0

ȟl,+λ
−l, l ∈ N0,

(4.28)
for λ in some cone CR with apex at λ = 0 and some opening angle in (0,2π], exterior to a disk
centered at λ = 0 of Sufficiently large radius R > 0, for some set of coefficients f̌l,+, ǧl,+, ȟl,+, l ∈
N0, and the sign depends on whether P→ P∞+ or P→ P∞−. Similarly, near λ = 0 we assume that

F̌(λ ) =
|λ |→0
λ∈Cr

±
∞

∑
l=0

f̌l,−λ
l, Ǧ(λ ) =

|λ |→0
λ∈Cr

±
∞

∑
l=0

ǧl,−λ
l, Ȟ(λ ) =

|λ |→0
λ∈Cr

±
∞

∑
l=0

ȟl,−λ
l, l ∈ N0, (4.29)

for λ in some cone Cr with apex at λ = 0 and some opening angle in (0,2π], interior to a disk
centered at λ = 0 of Sufficiently small radius r > 0, for some set of coefficients f̌l,−, ǧl,−, ȟl,−, l ∈
N0, and the sign depends on whether P→ P0,+ or P→ P0,−. Then we can prove the following result

Theorem 4.1. Suppose u,v ∈ CZ,u(n)v(n) 6= 0,n ∈ Z, and the existence of the asymptotic
expansions (4.28) and (4.29). Then F̌(λ ), Ǧ(λ ), Ȟ(λ ) have the following asymptotic expansions
as |λ | → ∞,λ ∈CR, respectively, |λ | → 0,λ ∈Cr,

F̌(λ ) =
|λ |→0
λ∈CR

∓
∞

∑
l=0

f̂l,+λ
−l, Ǧ(λ ) =

|λ |→0
λ∈CR

∓
∞

∑
l=0

ĝl,+λ
−l, Ȟ(λ ) =

|λ |→0
λ∈CR

∓
∞

∑
l=0

ĥl,+λ
−l, l ∈ N0,

(4.30)
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and

F̌(λ ) =
|λ |→0
λ∈Cr

±
∞

∑
l=0

f̂l,−λ
l, Ǧ(λ ) =

|λ |→0
λ∈Cr

±
∞

∑
l=0

ĝl,−λ
l, Ȟ(λ ) =

|λ |→0
λ∈Cr

±
∞

∑
l=0

ĥl,−λ
l, l ∈ N0, (4.31)

where f̂l,±, ĝl±, ĥl,± are the homogeneous versions of the coefficients fl,±, gl±, hl,± defined
in (3.11).

Proof. According to (4.28), (4.29), in order to prove (4.30), (4.31), we only need to prove f̌l,± =

f̂l,±, ǧl,± = ĝl,±, ȟl,± = ĥl,±, l ∈ N0. We first consider the expansions (4.30) near 1
λ
= 0 in detail.

Inserting expansions (4.28) for F̌ into (4.25), expansions (4.28) for Ǧ into (4.26), expansions (4.28)
for Ȟ into (4.27), then yields the nonlinear recursion relations for f̌l,+, ǧl,+, ȟl,+. It’s easy to see that
there is only pure algebraic computation without inverse operators of difference or differential in the
expansions (4.25), (4.26), (4.27), that is, f̌l,+, ǧl,+, ȟl,+ are uniquely determined by the nonlinear
recursion relations obtained by comparison with the same coefficients of λ , respectively. on the
other hand, from (2.6)-(2.9), one obtains the same nonlinear relations (4.25), (4.26), (4.27), but
with F̌ , Ǧ, Ȟ replaced by F̂ , Ĝ, Ĥ, respectively. That is, f̌l,+, ǧl,+, ȟl,+ and f̂l,+, ĝl,+, ĥl,+ satisfy
the same nonlinear relations, respectively. The signs of f̌1,+, ǧ0,+, ȟ1,+ have been chosen such that
the coefficients f̌1,+ = −a−, ǧ0,+ = 1

2 , ȟ1,+ = 1
a . f̌1,+, ǧ0,+, ȟ1,+ are consistent with (3.6) for

α0,+ = 1, that is to say, they have the same initial value. Thus, one concludes that

f̌l,+ = f̂l,+, ǧl,+ = ĝl,+, ȟl,+ = ĥl,+, l ∈ N0.

In a similar way, we can prove that

f̌l,− = f̂l,−, ǧl,− = ĝl,−, ȟl,− = ĥl,−, l ∈ N0. �

Given this general result on asymptotic expansions for Laurent polynomial associated with the
self-dual network hierarchy, we now specialize to the algebra-geometric case at hand. We recall our
convention y(P) =∓(ζ−N−1 +O(ζ−N)) for P→ P∞±(where ζ = 1

λ
) and y(P) =±α0,−

α0,+
+O(ζ ) for

P→ P0,±(where ζ = λ ).

Theorem 4.2. Assume u,v ∈ CZ,u(n)v(n) 6= 0,n ∈ Z, and suppose P = (λ ,y) ∈
KN\{P∞±,P0,±}. Then λ N2G/y, λ N2F/y, λ N2H/y have the following convergent expansions as
P→ P∞±,

λ N2

α0,+

G(λ )

y
=

ζ→0
∓

∞

∑
l=0

ĝl,+ζ
l,

λ N2

α0,+

F(λ )

y
=

ζ→0
∓

∞

∑
l=0

f̂l,+ζ
l,

λ N2

α0,+

H(λ )

y
=

ζ→0
∓

∞

∑
l=0

ĥl,+ζ
l,(4.32)

and as P→ P0,±,

λ N2

α0,+

G(λ )

y
=

ζ→0
±

∞

∑
l=0

ĝl,−ζ
l,

λ N2

α0,+

F(λ )

y
=

ζ→0
±

∞

∑
l=1

f̂l,−ζ
l,

λ N2

α0,+

H(λ )

y
=

ζ→0
±

∞

∑
l=1

ĥl,−ζ
l.(4.33)

where ζ = λ−1(resp.,ζ = λ ) is the local coordinate near P∞±(resp.,P → P0,±), and f̂l,±,
ĝl±, ĥl,± are the homogeneous versions of the coefficients fl,±, gl±, hl,± as introduced in
(3.11). Moreover, one infers for the λ j-dependent summation constants αl,+, l = 0, · · · ,N1 and
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αl,−, l = 0, · · · ,N2−1 in G(λ ), F(λ ), H(λ ) that

αk,+ = α0,+αk (λ ) , 0≤ k ≤ N1; αk,− = α0,−αk

(
λ
−1
)
, 0≤ k ≤ N2−1, (4.34)

where λ = (λ1, ...,λ2N+2) , λ
−1 =

(
λ
−1
1 , ...,λ−1

2N+2

)
,

α0(λ
±1) = 1, αk(λ

±1) =
k

∑
j1 ,..., j2N+2=0

j1+...+ j2N+2=k

(2 j1)!...(2 j2N+2)!λ
± j1
1 ...λ

± j2N+2
2N+2

22k ( j1!)2 ...( j2N+2!)2 (2 j1−1) ...(2 j2N+2−1)
, k ∈ N.

(4.35)
In addition, one has the following relations between the homogeneous and nonhomogeneous

recursion coefficients:

fl,± = α0,±
l

∑
k=0

αl−k(λ
±1) f̂k,±, l = 0, ..,N1+δ±−δ±, (4.36)

gl,± = α0,±
l

∑
k=0

αl−k(λ
±1)ĝk,±, l = 0, ..,N1+δ±−δ±, (4.37)

hl,± = α0,±
l

∑
k=0

αl−k(λ
±1)ĥk,±, l = 0, ..,N1+δ±−δ±, (4.38)

α0,± f̂l,± =
l

∑
k=0

α̂l−k(λ
±1) fk,±, l = 0, ..,N1+δ±−δ±, (4.39)

α0,±ĝl,± =
l

∑
k=0

α̂l−k(λ
±1)gk,±, l = 0, ..,N1+δ±−δ±, (4.40)

α0,±ĥl,± =
l

∑
k=0

α̂l−k(λ
±1)hk,±, l = 0, ..,N1+δ±−δ±, (4.41)

where

α̂0(λ
±1) = 1, α̂k(λ

±1) =
k

∑
j1 ,..., j2N+2=0

j1+...+ j2N+2=k

(2 j1)!...(2 j2N+2)!λ
± j1
1 ...λ

± j2N+2
2N+2

22k ( j1!)2 ...( j2N+2!)2 , k ∈ N.

Here we used the convention

δ± =


0, +,

1, −.
(4.42)

Proof. Now, we introduce the holomorphic sheet exchange map

∗ : KN →KN , P = (λ ,y)→ P∗ = (λ ,−y), y(P∗) =−y(P), P, P∗ ∈KN .

Identifying φ+(λ , ·) with φ(P, ·) and φ−(λ , ·) with φ(P∗, ·), then φ(P, ·) and φ(P∗, ·) satisfy the
Riccati-type equation (4.20). From the definition of meromorphic function φ and (4.21)-(4.24), we
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have

F̌ =
2

φ(P)−φ(P∗)
=

λ N2

α0,+

F(λ )

y
, (4.43)

Ǧ =−φ(P)+φ(P∗)
φ(P)−φ(P∗)

=
λ N2

α0,+

G(λ )

y
, (4.44)

Ȟ =
−2λ−1φ(P)φ(P∗)

φ(P)−φ(P∗)
=

λ N2

α0,+

H(λ )

y
. (4.45)

Moreover, as P→ P∞±, one obtains the following expansions using (3.5):

λ N2

α0,+

F(λ )

y
=

ζ→0
∓ ζ

α0,+

(
∑

∞
k=0 α̂k(λ )ζ

k
)(N2−1

∑
j=0

fN2−1− j,−ζ
N1+ j +

N1

∑
j=0

fN1− j,+ζ
N1− j

)
=

ζ→0
∓∑

∞
l=0 f̂l,+ζ l,

(4.46)

λ N2

α0,+

G(λ )

y
=

ζ→0
∓ ζ

α0,+

(
∑

∞
k=0 α̂k(λ )ζ

k
)(N2−1

∑
j=0

gN2−1− j,−ζ
N1+ j +

N1

∑
j=0

gN1− j,+ζ
N1− j

)
=

ζ→0
∓∑

∞
l=0 ĝl,+ζ l,

(4.47)

λ N2

α0,+

H(λ )

y
=

ζ→0
∓ ζ

α0,+

(
∑

∞
k=0 α̂k(λ )ζ

k
)(N2−1

∑
j=0

hN2−1− j,−ζ
N1+ j +

N1

∑
j=0

hN1− j,+ζ
N1− j

)
=

ζ→0
∓∑

∞
l=0 ĥl,+ζ l.

(4.48)

This implies (4.32) as P→ P∞±. Similarly, as P→ P0,±,

λ N2

α0,+

F(λ )

y
=

ζ→0
± 1

α0,−

(
∑

∞
k=0 α̂k(λ

−1)ζ k
)(N2−1

∑
j=0

fN2−1− j,−ζ
N1+ j +

N1

∑
j=1

fN1− j,+ζ
N1− j

)
=

ζ→0
±∑

∞
l=0 f̂l,−ζ l,

(4.49)

λ N2

α0,+

G(λ )

y
=

ζ→0
± 1

α0,−

(
∑

∞
k=0 α̂k(λ

−1)ζ k
)(N2−1

∑
j=0

gN2− j,−ζ
N1+ j +

N1

∑
j=1

gN1− j,+ζ
N1− j

)
=

ζ→0
±∑

∞
l=0 ĝl,−ζ l,

(4.50)

λ N2

α0,+

H(λ )

y
=

ζ→0
± 1

α0,−

(
∑

∞
k=0 α̂k(λ

−1)ζ k
)(N2−1

∑
j=0

hN2−1− j,−ζ
N1+ j +

N1

∑
j=1

hN1− j,+ζ
N1− j

)
=

ζ→0
±∑

∞
l=0 ĥl,−ζ l.

(4.51)

Thus, (4.33) holds as P→ P0,±.
Next, by comparing powers of ζ in the second and third terms of (4.46) and (4.49), respectively,

formula (4.39) follows. Similarly, we can get formula (4.40) and formula (4.41).
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Finally, multiplying (4.14) and (4.17) and comparing coefficients of ζ k, one finds
k

∑
l=0

αl(λ
±1)α̂k−l(λ

±1) = δk,0 , then, one computes

α0,±
l

∑
k=0

αl−k(λ
±1) f̂k,± =

l

∑
k=0

αl−k(λ
±1)

k

∑
s=0

α̂k−s(λ
±1) fs,± = fl,±, k ∈ N0. (4.52)

Hence (4.36) holds and (4.34) can be proved using(3.8). The proofs of expansions (4.37) and (4.38)
follow precisely the same strategy and are hence omitted. �

Assuming N ∈ N to be fixed and introducing

Sk = {l = (l1, ..., lk) ∈ Nk | 1≤ l1 < ... < lk ≤ N}, k = 1, ...,N,

I( j)
k = {l = (l1, ..., lk) ∈ Sk | li 6= j, i = 1, ...,k}, k = 1, ...,N−1, j = 1, ...,N,

one defines the symmetric functions

ΨΨΨ0(µ) = 1, ΨΨΨk(µ) = (−1)k
∑

l∈Sk

µl1 ...µlk , k = 1, ...,N,

T j
k(µ) = (−1)k

∑
l∈I( j)

k

µl1 ...µlk , k = 1, ...,N−1, j = 1, ...,N,

T j
0(µ) = 1, T j

N(µ) = 0, j = 1, ...,N,

where µ = (µ1, ...µN) ∈ CN .

Introducing

W̃ (λ ) =
N

∏
j=1

(λ −µ j) =
N

∑
l=0

ΨΨΨl(µ)λ
N−l.

one infers

W̃λ (µk) =
N

∏
j=1
j 6=k

(µk−µ j).

According to Lagrange interpolation theorem, we have the following important propositions (these
propositions were proven in detail in [15], Theorem D.1, Lemma D.2, Lemma D.3).

Proposition 4.2. Suppose that µ1, . . . ,µN are N distinct complex numbers. Then,

N

∑
j=1

µ
l−1
j

H̃λ (µ j)
T j

k(µ) = δl,N−k−ΨΨΨk+l(µ)δl,N+1,

l = 1, . . . ,N +1, k = 0, . . . ,N−1.

(4.53)
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Proposition 4.3. Suppose that µ1, . . . ,µN are N distinct complex numbers. Then,

(1) ΨΨΨk+l(µ)+µ jT j
k(µ) = T j

k+1(µ), j = 1, . . . ,N, k = 0, . . . ,N−1. (4.54)

(2)
k

∑
l=0

ΨΨΨk−l(µ)µ
l
j = T j

k(µ), j = 1, . . . ,N, k = 0, . . . ,N. (4.55)

Assume that µ j 6= µ j′ for j 6= j
′
, we introduce the N×N matrix BN(µ) by

B1(µ) = 1, BN(µ) =

 µ
j−1

k
N
∏
i=1
i 6=k

(µk−µi)

N

j,k=1

, (4.56)

where µ = (µ1, ...µN) ∈ CN .

Proposition 4.4. Suppose that µ1, . . . ,µN are N distinct complex numbers. Then,

BN(µ)
−1 =

(
T j

N−k(µ)
)N

j,k=1
. (4.57)

From (3.9), we have

λ N2F(n) = α0,+εu
N
∏
l=1

(λ −µ j) = α0,+εu∑
N
l=0 ΨΨΨl(µ)λ

N−l,

λ N2H(n) = α0,+εv−
N
∏
l=1

(λ −ν j) = α0,+εv−∑
N
l=0 ΨΨΨl(ν)λ

N−l.

Then

fl,+ = α0,+εuΨΨΨl(µ), 1≤ l ≤ N1, fl,− = α0,+εuΨΨΨN−l(µ), 0≤ l ≤ N2−1,
hl,+ = α0,+εv−ΨΨΨl(ν), 1≤ l ≤ N1, hl,− = α0,+εv−ΨΨΨN−l(ν), 0≤ l ≤ N2−1.

Theorem 4.5. (Straightening out of the continuous flow)

∂tmρ
(1)(n, tm) = Y(m), ∂tmρ

(2)(n, tm) =−Y(m), (4.58)

where

Y(m) =
m

∑
s=1

α̃m−s,+

s−1

∑
q=0

CN−qα̂s−1−q(λ )−

(
2N+2

∏
j=1

λ j

)− 1
2 m

∑
s=1

α̃m−s,+

s−1

∑
q=0

Cs−qα̂q(λ
−1), (4.59)

ρ(n, tm) = (ρ1(n, tm), . . . ,ρN(n, tm)), Cr = (C1r, . . . ,CNr),1≤ r ≤ N.
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Proof. From (3.8), we arrive at

fk,+(n) =
k

∑
j=0

α j,+ f̂k− j,+(n), fk,−(n) =
k

∑
j=0

α j,− f̂k− j,−(n), (4.60)

from (4.39) we know that

f̂k,+(n) =
1

α0,+

k−1

∑
l=0

α̂l−k(λ ) fk−l,+(n) = εu
k−1

∑
l=0

α̂k−l(λ )ΨΨΨk−l−1(µ) = εu
k−1

∑
l=0

α̂k−l−1(λ )ΨΨΨl(µ),

(4.61)

f̂k,−(n) =
1

α0,−

k−1

∑
l=0

α̂l−k(λ
−1) fk,−(n) =

α0,+

α0,−
εu

k

∑
l=0

α̂l−k(λ
−1)ΨΨΨN−k(µ). (4.62)

By definition, we have

F̂l,+ =
l

∑
k=1

f̂k,+λ
l−k = εu

l

∑
k=1

k−1

∑
s=0

α̂k−1−s(λ )ΨΨΨs(µ)λ
l−k

= εu
l−1

∑
k=0

α̂l−1−k(λ )
k

∑
s=0

ΨΨΨs(µ)λ
k−s,

(4.63)

F̂l,− =
l−1

∑
k=0

f̂k,−λ
k−l = εu

α+,0

α−,0

l−1

∑
k=0

k

∑
s=0

γ̂k−sΨΨΨN−s(µ)λ
k−l

=−εu
α0,+

α0,−

l−1

∑
k=0

α̂k(λ
−1)

N

∑
s=N−l+k+1

ΨΨΨs(µ)λ
N−l+k−s

Hence,

F̂l,+(µk) = εu∑
l−1
j=0 α̂k−1− j(λ )∑

j
s=0 ΨΨΨs(µ)µ

j−s
k = εu∑

l−1
j=0 α̂l−1− j(λ )T

(k)
j (µ), 1≤ l ≤ m,

(4.64)

F̂l,−(µk) =−εu
α0,+

α0,−

l−1

∑
j=0

α̂ j(λ
−1)

N−l+ j

∑
s=0

ΨΨΨs(µ)µ
N−l+ j−s
j =−εu

α0,+

α0,−

l−1

∑
j=0

α̂ j(λ
−1)T( j)

N−l+k(µ),

0≤ l ≤ m−1,
(4.65)

Then

F̃m(µk) =
m

∑
s=1

α̃m−s,+F̂s,+(µk)+
m

∑
s=1

α̃m−s,−F̂s,−(µk)

= εu
m

∑
s=1

α̃m−s,+

s−1

∑
j=0

α̂s−1− j(λ )T
(k)
j (µ)− εu

α0,+

α0,−

m

∑
s=1

α̃m−s,−
s−1

∑
j=0

α̂ j(λ
−1)T(k)

N−s+ j(µ)

= εu
m

∑
s=1

α̃m−s,+

s−1

∑
j=0

α̂s−1− j(λ )BN(µ)
−1
k,N− j− εu

α0,+

α0,−

m

∑
s=1

α̃m−s,−
s−1

∑
j=0

α̂ j(λ
−1)BN(µ)

−1
k,s− j.

(4.66)
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From (4.13) and (4.66), we obtain

∂tmρ
(1)
j (n, tm) =

N

∑
l=1

N

∑
k=1

C jl
µ

l−1
k µk,tm

y(µ̂k)
=

N

∑
l=1

N

∑
k=1

C jlµ
l−1
k F̃m(µk)

εu
N
∏
i=1
i 6=k

(µk−µi)

=
N

∑
j=1

N

∑
l=1

C jlBN(µ)l, j
F̃m(µ j)

εu

=
m

∑
s=1

α̃m−s,+

s−1

∑
q=0

C j,N−qα̂s−1−q(λ )−

(
2N+2

∏
j=1

λ j

)− 1
2 m

∑
s=1

α̃m−s,+

s−1

∑
q=0

C j,s−qα̂q(λ
−1) = Y(m)

j .

In a similar way, we can prove the second expression of (4.58). �

5. Quasi-periodic solutions

In this section, we shall construct quasi-periodic solutions of the discrete self-dual network hierar-
chy. We recall that we have defined the meromorphic function φ( · ,n, tm) on KN in (4.5), then the
time-dependent Baker-Akhiezer vector is defined in terms of φ( · ,n, tm) by

Ψ(P,n,n0, tm, t0,m) =
(

ψ1(P,n,n0, tm, t0,m)
ψ2(P,n,n0, tm, t0,m)

)
, (5.1)

ψ1(P,n,n0, tm, t0,m) = exp
(∫ tm

t0,m
ds(G̃(λ ,n0,s)+ F̃(λ ,n0,s)φ(P,n0,s)

)

×



n−1

∏
n′=n0

[
λ +uv+(εu+λ

−1v)φ(P,n′, tm)
]
, n≥ n0 +1,

1, n = n0

n0−1

∏
n′=n

[
λ +uv+(εu+λ

−1v)φ(P,n′, tm)
]−1

, n≤ n0−1

(5.2)

ψ2(P,n,n0, tm, t0,m) = exp
(∫ tm

t0,m
ds(G̃(λ ,n0,s)+ F̃(λ ,n0,s)φ(P,n0,s)

)

×φ(P,n0, tm)



n−1

∏
n′=n0

[
λ
−1 +uv+(u+λεv)φ(P,n′, tm)−1] , n≥ n0 +1,

1, n = n0

n0−1

∏
n′=n

[
λ
−1 +uv+(u+λεv)φ(P,n′, tm)−1]−1

, n≤ n0−1,

(5.3)
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where u = u(n′, tm),v = v(n′, tm),P = (λ ,y) ∈ KN\{P∞+,P∞−,P0,+,P0,−},(n, tm) ∈ Z×R. One
observes that

ψ1(P,n,n0, tm, t̃m) = ψ1(P,n0,,n0, tm, t̃m)ψ1(P,n,n0, tm, tm),
P = (λ ,y) ∈KN\{P∞+,P∞−,P0,+,P0,−}, (n,n0, tm, t0,m) ∈ Z2×R2.

(5.4)

Lemma 5.1. Suppose that u(n, tm),v(n, tm) satisfy the hierarchy of discrete self-dual network
equations (2.29). Let λ j ∈ C\{0}, (1 ≤ j ≤ 2N +2), and P = (λ ,y) ∈KN\{P∞+,P∞−,P0,+,P0,−},
(n, tm) ∈ Z×R. Then

φ(P) =
ζ→0


− 1

εu
ζ
−1 +

v
u2 γ

2 +O(ζ ), as P→ P∞+,

εv−+u−(π−)2
ζ +O(ζ 2), as P→ P∞−;

ζ =
1
λ
, (5.5)

φ(P) =
ζ→0


1

v−
− εu−

(v−)2 (π
−)

2
ζ +O(ζ 2), as P→ P0,+,

−uζ − εvγ
2
ζ

2 +O(ζ 3), as P→ P0,−.

ζ = λ , (5.6)

Proof. Introducing the local coordinate ζ = λ
−1 near P∞± and ζ = λ near P0,±, from (3.5),

(3.9) and (4.5), we have

G =
ζ→0


ζ
−N1(g0,++g1,+ζ +g2,+ζ

2 +g3,+ζ
3 +O(ζ 4)), as P→ P∞±,

ζ−N2(g0,−+g1,−ζ +O(ζ 2)), as P→ P0,±,

(5.7)

F−1 =
λ N2

α0,+εu

N

∏
j=1

(λ −µ j)
−1

=
ζ→0



ζ N1−1

α0,+εu

N

∏
j=1

(1−µ jζ )
−1 =

ζ→0

ζ N1−1

α0,+εu

(
1+

N

∑
j=1

µ jζ +O(ζ 2)

)
, as P→ P∞±,

(−1)Nζ N2

α0,+εu
N
∏
j=1

µ j

N
∏
j=1

(1−µ
−1
j ζ )−1 =

ζ→0

1
α0,−v−

(
1+

N

∑
j=1

µ
−1
j ζ +O(ζ 2)

)
, as P→ P0,±,

(5.8)

y =
ζ→0



∓ζ−N−1
2N+2

∏
j=1

(1−λ jζ )
1
2 =

ζ→0
∓ζ
−N−1

∞

∑
k=0

αk(λ )ζ
k, as P→ P∞±,

(
2N+2

∏
j=1

λ j

) 1
2 2N+2

∏
j=1

(1−λ
−1
j ζ )

1
2 =

ζ→0
±α0,−

α0,+

∞

∑
k=0

αk(λ
−1)ζ k, as P→ P0,±,

(5.9)
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where λ = (λ1, ...,λ2N+2) , λ
−1 =

(
λ
−1
1 , ...,λ−1

2N+2

)
,

α0(λ
±1) = 1, αk(λ

±1) =
k

∑
j1 ,..., j2N+2=0

j1+...+ j2N+2=k

(2 j1)!...(2 j2N+2)!λ
± j1
1 ...λ

± j2N+2
2N+2

22k ( j1!)2 ...( j2N+2!)2 (2 j1−1) ...(2 j2N+2−1)
, k ∈ N.

(5.10)
Then according to the definition of φ in (4.5), we finally obtain that

φ(P,n, tm) =
(1

2 α0,+λ−N2y−G
)
×F−1

=
ζ→0



[
∓α0,+

2
(1+α1(λ )ζ +α2(λ )ζ

2 +α3(λ )ζ
3 +O(ζ 4))− (g0,++g1,+ζ +g2,+ζ

2 +g3ζ
3 +O(ζ 4))

]
×(1+

N
∑
j=1

µ jζ +O(ζ 2))
1

α0,+εu
ζ
−1, as P→ P∞±,

[
±α0,−

2
(1+α1(λ

−1)ζ +α2(λ
−1)ζ 2 +O(ζ 3))− (g0,−+g1,−ζ +O(ζ 2))

]
× 1

α0,−v−
(1+O(ζ )), as P→ P0,±,

=
ζ→0



− 1
εu

ζ
−1 +

v
u2 γ

2 +O(ζ ), as P→ P∞+,

εv−+u−(π−)2
ζ +O(ζ 2), as P→ P∞−,

1
v−
− εu−

(v−)2 (π
−)2

ζ +O(ζ 2), as P→ P0,+,

−uζ − εvγ
2
ζ

2 +O(ζ 3), as P→ P0,−,

which proves (5.5) and (5.6). �

Theorem 5.2. Assume Hypothesis 2.1 and suppose that (2.29), (3.2) hold. Moreover, let P =

(λ ,y)∈KN\{P∞+,P∞−,P0,+,P0,−}, (n,n0, tm, t0,m)∈Z2×R2. Then the component ψ1 of the Baker-
Akhiezer vector Ψ has the asymptotic behavior

ψ1(P,n,n0, tm, t0,m) =
ζ→0

exp

(
∓1

2
(tm− t0,m)

m

∑
s=0

α̃m−s,+ζ
−s)

)
(1+O(ζ ))

×


u(n, tm)

u(n0, t0,m)
ζ

n−n0Γ(n,n0, tm)exp
(∫ tm

t0,m
g̃m,+(n0,s)

)
ds, as P→ P∞+,

ζ
(n0−n)exp

(∫ tm

t0,m
g̃m,−(n0,s)ds

)
, as P→ P∞−,

ζ = λ−1,

(5.11)
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ψ1 (P,n,n0, tm, t0,m) =
ζ→0

exp

(
±1

2
(tm− t0,m)

m

∑
s=0

α̃m−s,+ζ
−s)

)
(1+O(ζ ))

×


ζ

n0−n v− (n, tm)
v− (n0, t0,m)

exp
(∫ tm

t0,m
g̃m,−(n0,s)

)
ds, as P→ P0,+,

ζ
n−n0Γ(n,n0, tm)exp

(∫ tm

t0,m
g̃m,+(n0,s)

)
ds, as P→ P0,−,

ζ = λ ,

(5.12)

where

Γ(n,n0, tm) =



n−1

∏
n′=n0

γ
2(n

′
, tm)π2(n

′
, tm), n≥ n0 +1,

1, n = n0,
n0−1

∏
n′=n

[γ2(n
′
, tm)π2(n

′
, tm)]−1, n≤ n0−1,

(5.13)

The divisors (ψ1( ·n,n0, tm, t0,m)), is given by

(ψ1( · ,n,n0, tm, t0,m)) = Dµ̂(n,tm)−Dµ̂(n0,t0,m)+(n−n0)
(
DP0,−+DP∞+−DP0,+−DP∞−

)
. (5.14)

Proof. First, we compute the divisor (ψ1( · ,n,n0, tm, t0,m)) of ψ1( ·,n, tm, t0,m). according to
(5.4), we need to calculate the divisors (ψ1( ·,n,n0, tm, tm)), (ψ1( ·,n0,n0, tm, t0,m)), respectively.
In order to calculate the divisor (ψ1( ·,n,n0, tm, tm)), by (5.2) it suffices to compute the divisor of
λ +uv+(λ−1v+ εu)φ(P). First of all we note that

λ +uv+(λ−1v+ εu)φ(P) =



u+

u
(γπ)2

ζ +O(ζ 2), P→ P∞+,

ζ
−1 +uv+uv−+O(ζ ), P→ P∞−, ζ = 1

λ
,

v
v−

ζ
−1 +O(1), P→ P0,+,

(γπ)2
ζ +O(ζ 2), P→ P0,−, ζ = λ .

(5.15)

which proves (5.11),(5.12) for t0,m = tm. Moreover, the poles of the function λ + uv+ (λ−1v+
εu)φ(P) in KN\{P∞±,P0,±} coincide with the ones of φ(P), and so it remains to compute the
missing N zeros in KN\{P∞±,P0,±}. Using (3.3), (3.14), (4.5) and y(µ̂ j) = (−2/α0,+)µ

N2
j G(µ j)

(cf.(4.2) ), one computes

λ +uv+(εu+λ−1v)φ(P) = λ +uv+(εu+λ
−1v)

(α0,+/2)λ−N2y−G
F

=
(λ−1 +uv)F++(εu+λ−1v)

(
(α0,+/2)λ−N2y+G+

)
F

= (λ−1 +uv)
F+

F
+(εu+λ

−1v)
(α0,+/2)2λ−2N2y2− (G+)2

F ((α0,+/2)λ−N2y−G+)

=
F+

F

(
λ
−1 +uv+

(λεu+ v)H+

(α+,0/2)λ−N2y−G+

)
=

P→µ̂ j

F+(P)
F(P)

O(1).

(5.16)
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Hence the sought after zeros are at µ̂ j, j = 1, ...,N (with the possibility that a zero at µ̂
+
j is cancelled

by a pole at µ̂ j). Thus,

(ψ1( · ,n,n0, tm, tm)) = Dµ̂(n,tm)−Dµ̂(n0,tm)+(n−n0)
(
DP∞+ +DP0,−−DP∞−−DP0,+

)
. (5.17)

on the other hand, ψ1(P,n0,n0, tm, t0,m) has zero and poles only at poles of φ(P,n0,s),s ∈
[t0,m, tm](resp.,s ∈ [tm, t0,m]). In the following we temporarily restrict t0,m and tm to a sufficiently
small nonempty interval I ⊆ R and pick n0 ∈ Z such that for all s ∈ I,µ j(n0,s) 6= µk(n0,s) for
all j 6= k, j,k = 1, ...,N. Using (3.4), (3.14), (4.5) and y(µ̂ j) = (−2/α0+)µ

N2
j G(µ j) (cf.(4.2) ), one

computes

G̃m(λ ,n0,s)+ F̃m(λ ,n0,s)φ(P,n0,s) =
P→µ̂ j(n0,s)

∂s ln(λ −µ j(n0,s))+O(1). (5.18)

Restricting P to a sufficiently small neighborhood U j(n0,s) of {µ̂ j(n0) ∈KN | s ∈ [t0,m, tm] ⊆ I}
such that µ̂k(n0,s) 6∈U j(n0) for all s ∈ [t0,m, tm]⊆ I and all k ∈ {1, ...,N}\{ j}, (5.17) implies

ψ1(P,n0,n0, tm, t0,m) =


(λ −µ j(n0, tm))O(1) as P→ µ̂ j(n0, tm) 6= µ̂ j(n0, t0,m),
O(1) as P→ µ̂ j(n0, tm) = µ̂ j(n0, t0,m),
(λ −µ j(n0, t0,m))−1O(1) as P→ µ̂ j(n0, t0,m) 6= µ̂ j(n0, tm),

with P = (λ ,y) ∈KN , and O(1) 6= 0. Therefore,

(ψ1( · ,n0,n0, tm, t0,m)) = Dµ̂(n0,tm)−Dµ̂(n0,t0,m),

according to (5.4), (5.14) holds.
In order to prove (5.11) and (5.12), it remains to investigate

ψ1(P,n0,n0, tm, t0,m) = exp
(∫ tm

t0,m
ds(G̃(λ ,n0,s)+ F̃(λ ,n0,s)φ(P,n0,s)

)
.

The asymptotic expansion of the integrand is derived using Theorem 4.1, focusing on the homoge-
neous coefficients first, one computes as P→ P∞±.

Ĝs,++ F̂s,+φ(P) = Ĝs,++ F̂s,+

1
2 α0,+λ−N2y−G

F
= Ĝs,+− F̂s,+

(
2λ N2G
α0,+y

−1
)(

2λ N2F
α0,+y

)−1

=
ζ→0
∓1

2
ζ
−s +

ĝ0,+± 1
2

f̂1,+
f̂s+1,++O(ζ ), P→ P∞±, ζ = λ

−1.

(5.19)

Since G̃m =
ζ→0

m

∑
s=0

α̃m−s,+Ĝs,++ g̃m,−+O(ζ ), F̃m =
ζ→0

m

∑
s=0

α̃m−s,+F̂s,++O(ζ ), one infers from

(3.6) and (5.5)

G̃m + F̃mφ =
ζ→0

1
2

m

∑
s=0

α̃m−s,+ζ
−s + g̃m,−+O(ζ ), P→ P∞−, ζ = λ

−1. (5.20)

Insertion of (5.19) into (5.2) then proves (5.11) for n = n0 as P→ P∞−.
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As P→ P∞+, we need one additional term in the asymptotic expansion of F̂m, that is, we will
use

F̃m =
ζ→0

m

∑
s=0

α̃m−s,+F̂s,++ f̃m−1,−ζ +O(ζ 2), (5.21)

Using (2.29) yields

G̃m + F̃mφ =
ζ→0
−1

2

m

∑
s=0

α̃m−s,+ζ
−s + g̃m,−+

1
εu

(
f̃m+1,+− f̃m−1,−

)
+O(ζ )

=
ζ→0
−1

2

m

∑
s=0

α̃m−s,+ζ
−s +

utm

u
+ g̃m,++O(ζ ), P→ P∞+, ζ = λ

−1.
(5.22)

Insertion of (5.22) into (5.2) then proves (5.11) for n = n0 as P→ P∞+. Using Theorem 4.1 again,
one obtains in the same manner as P→ P0,±,

Ĝs,−+ F̂s,−φ(P) =
ζ→0
±1

2
ζ
−s +

ĝ0,−∓ 1
2

f̂0,−
f̂s,−+O(ζ ), P→ P0,±, ζ = λ . (5.23)

Since

G̃m =
ζ→0

m

∑
s=0

α̃m−s,+Ĝs,−+ g̃m,++O(ζ ), F̃m =
ζ→0

m

∑
s=0

α̃m−s,+F̂s,−+ f̃m,++O(ζ ), (5.24)

Using (2.29) and (3.6), as P→ P0,±, ζ = λ , one obtains

G̃m + F̃mφ =
ζ→0
±1

2

m

∑
s=0

α̃m−s,+ζ
−s + g̃m,+−

ĝ0,−∓ 1
2

f̂0,−
( f̃m,+− f̃m,−)+O(ζ )

=
ζ→0


1
2

m

∑
s=0

α̃m−s,+ζ
−s +

v−tm
v−

+ g̃m,−+O(ζ ), as P→ P0,+, ζ = λ ,

−1
2

m

∑
s=0

α̃m−s,+ζ
−s + g̃m,++O(ζ ), as P→ P0,−, ζ = λ .

(5.25)

Insertion of (5.25) into (5.2) then proves (5.12) for n = n0 as P→ P0,±. Hence, according to the
definition of ψ1 in (5.2) and (5.4), we can arrive at (5.11) and (5.12). �

Next, we shall derive the representations of φ , ψ1 and u(n, tm),v(n, tm) in terms of the Riemann
theta functions. Let ω

(3)
P+,P− be the normal differential of the third kind holomorphic on KN\{P+,P−}

with simple poles at P+ and P−, corresponding residues 1 and −1, respectively. In particular, one
obtains for ω

(3)
P0,−,P∞±

, ω
(3)
P0,+,P∞+

ω
(3)
P0,−,P∞±

=
y+ y0,−

2λ

dλ

y
∓ 1

2y

N

∏
j=1

(λ −β±, j)dλ , P0,− = (0,y0,−),

ω
(3)
P0,+,P∞+

=
y+ y0,+

2λ

dλ

y
− 1

2y

N

∏
j=1

(λ −β1, j)dλ , P0,+ = (0,y0,+),

(5.26)

where β±, j,β1, j ∈C, j = 1, . . . ,N, are constants that are uniquely determined by the requirement of
vanishing a-periods. The explicit formula (5.26) then implies the following asymptotic expansions
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( using the local coordinate ζ = λ−1 near P∞± and ζ = λ near P0,± )

∫ P

P0

ω
(3)
P0,−,P∞+

=
ζ→0


− ln(ζ )

0

+ω
∞±
0 (P0,−,P∞+)+O(ζ ) as P→ P∞,±, (5.27)

∫ P

P0

ω
(3)
P0,−,P∞+

=
ζ→0


0

ln(ζ )

+ω
0±
0 (P0,−,P∞+)+O(ζ ) as P→ P0,±, (5.28)

∫ P

P0

ω
(3)
P0,−,P∞−

=
ζ→0


0

− ln(ζ )

+ω
∞±
0 (P0,−,P∞−)+O(ζ ) as P→ P∞,±, (5.29)

∫ P

P0

ω
(3)
P0,−,P∞−

=
ζ→0


0

ln(ζ )

+ω
0±
0 (P0,−,P∞−)+O(ζ ) as P→ P0,±, (5.30)

∫ P

P0

ω
(3)
P0,+,P∞+

=
ζ→0


− ln(ζ )

0

+ω
0±
0 (P0,+,P∞+)+O(ζ ) as P→ P∞±, (5.31)

∫ P

P0

ω
(3)
P0,+,P∞+

=
ζ→0


ln(ζ )

0

+ω
0±
0 (P0,+,P∞+)+O(ζ ) as P→ P0,±. (5.32)

Let ω
(2)
P∞±,q and ω

(2)
P0,±,q be the normalized differentials of the second kind holomorphic with a unique

pole at P∞± and P0,±, respectively, and principal parts

ω
(2)
P∞±,q =

ζ→0

(
ζ
−2−q +O(1)

)
dζ , P→ P∞,±, ζ = λ

−1, q ∈ N0, (5.33)

ω
(2)
P0,±,q =

ζ→0

(
ζ
−2−q +O(1)

)
dζ , P→ P0,±, ζ = λ , q ∈ N0. (5.34)

with vanishing a-periods, ∫
a j

ω
(2)
P∞±,q

=
∫

a j

ω
(2)
P0,±,q

= 0, j = 1, . . . ,N.

Moreover, we define

Ω̃
(2)
m =

1
2

(
m

∑
s=1

s α̃m−s,+

(
ω

(2)
P0,+,s−1

−ω
(2)
P0,−,s−1

)
−

m

∑
s=1

s α̃m−s,+

(
ω

(2)
P∞+,s−1

−ω
(2)
P∞−,s−1

))
, (5.35)

where α̃l,±, are the summation constants in F̃m. The corresponding vector of b-periods of
Ω̃

(2)
m /(2πi) is then denoted by

U (2)
m = (Ũ (2)

m,1, · · · ,Ũ
(2)
m,N), Ũ (2)

m, j =
1

2πi

∫
b j

Ω̃
(2)
m , j = 1, · · · ,N. (5.36)
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Finally, we abbreviate

Ω̃
∞±
m = lim

P→P∞±

(∫ P

Q0

Ω̃
(2)
m ∓

1
2

m

∑
s=0

α̃m−s,+ζ
−s

)
, Ω̃

0,±
m = lim

P→P0,±

(∫ P

P0

Ω̃
(2)
m ±

1
2

m−1

∑
s=0

α̃m−s,+ζ
−s

)
.

If Dµ̂(n,tm), Dν̂(n,tm) are assumed to be nonspecial [3], then according to the Riemann’s van-
ishing theorem [3, 12, 14], the definition and asymptotic properties of the meromorphic function
φ(P,n, tm), φ has the expression of the following type:

φ(P,n, tm) = N(n, tm)
θ(P,Dν̂(n,tm))

θ(P,Dµ̂(n,tm))
exp(

∫ P

P0

ω
(3)
P0,−,P∞+

),

where N(n, tm) is independent of P ∈KN .

Given these preparations, the theta function representations for φ(P,n, tm), ψ1(P,n,n0, tm, t0,m),
u(n, tm),v(n, tm) then read as follows

Theorem 5.3 Assume Hypothesis 2.1 and suppose that (2.29) and (3.2) hold. In addition, let
P = (λ ,y) ∈KN\{P∞+,P∞−,P0,+,P0,−} and (n,n0, tm, t0,m) ∈ Z2×R2, and for each (n, tm) ∈ Z×R,
Dµ̂(n,tm), Dν̂(n,tm) is nonspecial. Then,

φ(P,n, tm) = N(n, tm)
θ(P,Dν̂(n,tm))

θ(P,Dµ̂(n,tm))
exp
(∫ P

P0

ω
(3)
P0,−,P∞+

)
, (5.37)

ψ1(P,n,n0, tm, t0,m) = N(n,n0, tm, t0,m)
θ(P,Dµ̂(n,tm))

θ(P,Dµ̂(n0,t0,m))

×exp
(
(n−n0)

∫ P

P0

ω
(3)
P0,−,P∞−

− (n−n0)
∫ P

P0

ω
(3)
P0,+,P∞+

− (tm− t0,m)
∫ P

P0

Ω̃
(2)
m

)
,

(5.38)

where

N(n, tm) = exp
[
−1

2
(
ω

∞+
0 (P0,−,P∞+)+ω

0−
0 (P0,−,P∞+)

)]
×

(
ε

θ(P∞+,Dµ̂(n,tm))θ(P0,−,Dµ̂(n,tm))

θ(P∞+,Dν̂(n,tm))θ(P0,−,Dν̂(n,tm))

) 1
2

,

(5.39)

N(n,n0, tm, t0,m) = exp
[
(n−n0)(ω

∞−
0 (P0,+,P∞+)−ω

∞−
0 (P0,−,P∞−))+(tm− t0,m)Ω̃∞−

m

]

×exp
(∫ tm

t0,m
g̃m,−(n0,s)ds

)
θ(P∞−,Dµ̂(n0,t0,m))

θ(P∞−,Dµ̂(n,tm))
.

(5.40)

The Abel map linearizes the auxiliary divisors Dµ̂(n,tm),Dν̂(n,tm) in the sense that

ρ
(1)(n, tm) = ρ

(1)(n0, t0,m)+(A (P0,+)−A (P0,−)+A (P∞−)−A (P∞+))(n−n0)+Y (m)(tm− t0,m),
ρ
(2)(n, tm) = ρ

(2)(n0, t0,m)+(A (P0,+)−A (P0,−)+A (P∞−)−A (P∞+))(n−n0)−Y (m)(tm− t0,m).
(5.41)
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Finally, u(n, tm),v(n, tm) are of the form

u(n, tm) =−exp
[

1
2
(
ω

0−
0 (P0,−,P∞+)−ω

∞+
0 (P0,−,P∞+)

)](
ε

θ(P∞,+,Dµ̂(n,tm))θ(P0,−,Dν̂(n,tm))

θ(P∞,+,Dν̂(n,tm))θ(P0,+,Dµ̂(n,tm))

) 1
2

,

(5.42)

v(n, tm) = v(n0, t0,m)exp
[
(n−n0)(ω

∞−
0 (P0,+,P∞+)−ω

∞−
0 (P0,−,P∞−)+ω

0,+
0 (P0,−,P∞−)

−ω
0,+
0 (P0,+,P∞+))+(tm− t0,m)(Ω̃∞−

m − Ω̃
0,+
m )
]

×
θ(P0,+,Dµ̂

+(n,tm))θ(P∞−,Dµ̂
+(n0,t0,m))

θ(P0,+,Dµ̂
+(n0,t0,m))θ(P∞−,Dµ̂

+(n,tm))
.

(5.43)

Proof: Applying Abel’s theorem to (5.14), we have

ρ
(1)(n, tm) = ρ

(1)(n0, tm)− (A (P0,+)−A (P0,−)+A (P∞−)−A (P∞+))(n−n0),

on the other hand, according to theorem 4.5 (n = n0),

ρ
(1)(n0, tm) = ρ

(1)(n0, t0,m)+Y (m)(tm− t0,m),
ρ
(2)(n0, tm) = ρ

(2)(n0, t0,m)−Y (m)(tm− t0,m),

thus the first expression of (5.41) holds. According to the divisor of φ( ·n, tm) we can obtain the
linear equivalence DP0,−ν̂(n,tm) ∼ DP∞+ µ̂(n,tm), that is,

ρ
(2)(n, tm)+A (P0,−) = ρ

(1)(n, tm)+A (P∞+),

then we can prove the second expression of (5.41).
By equation (5.1), and the Riemann’s vanishing theorem , φ(P,n, tm)exp

(
−
∫ P

P0
ω

(3)
P0,−,P∞+

)
must

be of the type

φ(P,n, tm)exp
(
−
∫ P

P0
ω

(3)
P0,−,P∞+

)
= N(n, tm)

θ(P,Dν̂(n,tm))

θ(P,Dµ̂(n,tm))

for some constant N(n, tm). First, if the local coordinate ζ = λ
−1 is introduced near P∞±, we can

conclude from the definition (4.5) of the normalized basis ω j that

ω = (ω1, . . . ,ωN) =∓
N

∑
l=1

Clλ
l−1dλ

2N+2
∏
j=1

(λ −λ j)
1
2

=±
N

∑
l=1

Clζ
N− jdζ

2N+2
∏
j=1

(1−λ jζ
2)

1
2

=
ζ→0
±(CN +O(ζ ))dζ , as P→ P∞±.

(5.44)
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Hence, the Abel map

A (P) =
∫ P

P0

ω =
∫ P∞±

P0

ω +
∫ P

P∞±
ω

= A (P∞±)+
∫ P

P∞±
ω

= A (P∞±)±CNζ +O(ζ 2).

(5.45)

Therefore, expanding the ratios of Riemann theta functions in (5.37), we obtain

θ(P,Dµ̂(n,tm))

θ(P∞+,Dµ̂(n,tm))
=

ζ→0

θ(. . . ,Λ j−A (P∞+)−CNζ +O(ζ 2)+ρ
(1)
j , . . .)

θ(P∞+,Dµ̂(n,tm))

=
ζ→0

1−

N
∑
j=1

C jN∂ω j θ(Λ j−A (P∞+)+ω +ρ) |ω=0

θ(P∞+,Dµ̂(n,tm))
ζ +O(ζ 2)

=
ζ→0

1−
N

∑
j=1

C jN∂ω j lnθ(P∞+,Dµ̂(n,tm))ζ +O(ζ 2) as P→ P∞+,

(5.46)

and the same formula for the theta function ratio involving Dν̂(n,tm), that is

θ(P,Dν̂(n,tm))

θ(P∞+,Dν̂(n,tm))
=

ζ→0
1−

N

∑
j=1

C jN∂ω j lnθ(P∞+,Dν̂(n,tm))ζ +O(ζ 2) as P→ P∞+. (5.47)

Finally, from the representation (5.37) of φ , we get

φ =
ζ→0

N(n, tm)
θ(P∞+,Dν̂(n,tm))

θ(P∞+,Dµ̂(n,tm))
exp
(
ω

∞+
0 (P0,−,P∞+)

)
ζ
−1 +O(1) as P→ P∞+, (5.48)

which together with the first expression of (5.5) and (5.27) shows that

− 1
εu(n, tm)

= N(n, tm)
θ(P∞+,Dν̂(n,tm))

θ(P∞+,Dµ̂(n,tm))
exp
(
ω

∞+
0 (P0,−,P∞+)

)
. (5.49)

If we introduce the local coordinate ζ = λ near P0,±, in a similar way, from the representation
(5.37) of φ , we get

φ =
ζ→0

N(n, tm)
θ(P0,−,Dν̂(n,tm))

θ(P0,−,Dµ̂(n,tm))
exp
(

ω
0,−
0 (P0,−,P∞+)

)
ζ +O(ζ 2) as P→ P0,−, (5.50)

together with the second expression of (5.6), which shows that

−u(n, tm) = N(n, tm)
θ(P0,−,Dν̂(n,tm))

θ(P0,−,Dµ̂(n,tm))
exp
(

ω
0,−
0 (P0,−,P∞+)

)
. (5.51)

Combining (5.49) and (5.51), we can obtain the expression (5.39) for N(n, tm). Inserting (5.39) into
(5.51) yields the Riemann theta function expression (5.42) for u(n, tm).

To prove (5.38), we denote its right-hand side by ψ̃1. From the definition (5.2) of
ψ1(P,n,n0, tm, t0,m) and (5.14), one can conclude that it has simple zeros at P0,−,P∞+ and µ̂k(n, tm),
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k = 1, . . . ,N, and simple poles at P0,+,P∞− and µ̂k(n0, t0,m), k = 1, . . . ,N. On the other hand, by
(5.29)-(5.32) and the expression of ψ̃1, we know that ψ̃1 and ψ1 shares the same local behavior and
identical essential singularities at P∞± and P0,±. Then, according to the Riemann-Roch uniqueness
theorem, ψ1(P,n,n0, tm, t0,m) and ψ̃1 coincide up to a multiple constant, that is, ψ1(P,n,n0, tm, t0,m)
must be of the form (5.33) for some constant N(n,n0, tm, t0,m) to be determined. To determine
the constant N(n,n0, tm, t0,m), one compares the asymptotic expansions of ψ1(P,n,n0, tm, t0,m) for
P→ P∞− in (5.11) and (5.38), which yields (5.40). Remaining to be computed is the expression for
v(n, tm). Comparing the asymptotic expression of ψ1(n,n0, tm, t0,m) for P→ P∞,+ in (5.11)and (5.38)
shows

v−(n, tm)
v−(n0, t0,m)

exp
(∫ tm

t0,m
g̃m,−(n0,s)ds

)
= N(n,n0, tm, t0,m)exp

[
(n−n0)(ω

0,+
0 (P0,−,P∞−)−ω

0,+
0 (P0,+,P∞+))− (tm− t0,m)Ω̃0,+

m

]
×

θ(P0,+,Dµ̂(n,tm))

θ(P0,+,Dµ̂(n0,t0,m))

and inserting N(n,n0, tm, t0,m) proves (5.43). �
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