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NONLINEAR SCHRÖDINGER EQUATION

TING SU

Department of Mathematical and Physical Science
Henan Institute of Engineering

Zhengzhou, Henan 451191, P. R. China
suting1976@163.com

HUIHUI DAI

Department of Mathematics, City University of Hong Kong
83 Tat Chee Avenue, Kowloon, Hong Kong, P. R. China

mahhdai@math.cityu.edu.hk

XIAN GUO GENG

Department of Mathematics, Zhengzhou University
Zhengzhou, Henan 450052, P. R. China

xggeng@zzu.edu.cn

Received 6 April 2012
Accepted 13 August 2012

Published 31 December 2012

N-coupled nonlinear Schrödinger (NLS) equations have been proposed to describe N-pulse simul-
taneous propagation in optical fibers. When the fiber is nonuniform, N-coupled variable-coefficient
NLS equations can arise. In this paper, a family of N-coupled integrable variable-coefficient NLS
equations are studied by using a generalized version of the dressing method. We first extend the
dressing method to the versions with (N + 1) × (N + 1) operators and (2N + 1) × (2N + 1) oper-
ators. Then, we obtain three types of N-coupled variable-coefficient equations (N-coupled NLS
equations, N-coupled Hirota equations and N-coupled high-order NLS equations). Then, the com-
patibility conditions are given, which insure that these equations are integrable. Finally, the explicit
solutions of the new integrable equations are obtained.

Keywords: Variable-coefficient; the generalized dressing method; integrability.

Mathematics Subject Classification 2000: 22E46, 53C35, 57S20

1. Introduction

The dressing method is a power tool for studying integrable nonlinear evolution equations.
This method was first presented by Zakharov and Shabat [15] and used to solve some

1250028-1 458

http://dx.doi.org/10.1142/S1402925112500283


December 29, 2012 17:2 WSPC/1402-9251 259-JNMP 1250028

T. Su, H. H. Dai & X. G. Geng

nonlinear evolution equations. Subsequently many authors developed the dressing method
and obtained explicit solutions of a number of nonlinear evolution equations [3, 5, 14, 16].
In [4, 9], Dai and Jeffrey extended the dressing method to a generalized version for solving
nonlinear evolution equations with variable-coefficients, in which a key is that variable-
coefficient dressing operators are transformed to different variable-coefficient ones.

As the technology of optical fibers for long distance communication and signal process-
ing has rapidly developed, coupled nonlinear Schrödinger (NLS) equations have become
a hot research topic. Hasegawa and Tappert [7] theoretically proved that the principle of
soliton in optical fiber is based on the exact balance between group velocity dispersion
(GVD) and self-phase modulation (SPM). Mollenauer [12] verified the principle with the
aid of experiments. N -coupled NLS equations (homogeneous and inhomogeneous) model
N -pulse simultaneous propagation. Nakkeeran in [13] studied a family of N -coupled NLS
by using Bäcklund transformation method. In [8], Hioe discussed the solitary wave solu-
tions for N -coupled NLS equations. Actually, some NLS equations with constant coeffi-
cients are so idealized that they fail to model some complex physics situations, thus a
class of variable-coefficient Higher-order NLS (HNLS) equations have arisen in physics
fibers. Kodama and Hasegawa first presented the integrable variable-coefficient HNLS
equation [10]

iuz + a(z)utt + b(z)u|u|2 + (c(z, t) + ic1)u

+ ih1(z, t)ut + pu(|u|2)t + il(z)(u|u|2)t + ib(z)uttt = 0. (1.1)

In the sequel, many investigators carried out research in this topic from different aspects [1,
6, 11].

In this paper, we first extend the generalized dressing method to (N+1)×(N+1) matrix
operators, from which we propose the integrable variable-coefficient N -coupled cylindrical
NLS equations:

Qjt +
iρ2

2
Qjxx +

(
ρ1 + ix2ρ1 + a0ρ2 − iρ2

2

)
Qj + x(ρ1 − ρ2)Qjx

− iερ2Qj

N∑
l=1

|Ql|2 = 0, j = 1, . . . , N, (1.2)

which govern simulatance propagation of fields in our homogeneous fiber medium, with
the effect of GVD, the inverse velocity and self-phase modulation, where, ρ1, ρ2 and a0 are
arbitrary functions of t, the coefficients of Qj, Qj

∑N
l=1 |Ql|2, Qjxx, Qjx, are related to gain

(loss), phase modulation, GVD and the inverse velocity.
And the integrable variable-coefficient N -coupled Hirota equations:

qj,y +
iρ2

2
qj,xx − iερ2

N∑
n=1

|qn|2qj + 2ixρ0qj + ρ1(xqj)x

+
ρ3

4

[
qj,xxx − 3ε

(
N∑

n=1

|qn|2qj,x +
N∑

n=1

q∗nqn,xqj

)]
= 0, (1.3)

with ρ1, ρ2 being arbitrary functions of y.
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In addition, we apply the generalization to the (2N + 1) × (2N + 1) matrix operators,
we derive the integrable variable-coefficient N -coupled high-order NLS equations:

ukY +
(
1 − ρ3

4

) ukX

12
+
(
ρ1 − i

216
+

3ρ3

4

)
uk + ρ1

(
X − Y

12

)(
ukX − i

6
uk

)

+
ρ3

4

[
ukXXX + 3uk

N∑
s=1

|us|2X + 6ukX

N∑
s=1

|us|2
]

− iρ3

8
ukXX − iρ3

4
uk

N∑
s=1

|us|2 = 0, (1.4)

where ρ1, ρ3 are arbitrary functions of Y .
This paper is organized as follows. In Sec. 2, we briefly describe the generalized dressing

method and its properties. In Sec. 3, as an application, this generalization is applied to a
family N -coupled NLS equations. Their solutions and Lax pairs are also given. In Sec. 4,
we give some simplest cases for reductions and discuss their solutions form.

2. A Generalized Dressing Method

First, we summarize the outline of the generalized dressing method. To this end, we consider
three integral operators F(x, z, y),K+(x, z, y),K−(x, z, y) defined by

K+(x, z, y)ψ(x) ≡
∫ ∞

x
K+(x, z, y)ψ(z)dz,

K−(x, z, y)ψ(x) ≡
∫ x

−∞
K−(x, z, y)ψ(z)dz,

F(x, z, y)ψ(x) ≡
∫ ∞

−∞
F (x, z, y)ψ(z)dz,

(2.1)

where F(x, z, y),K+(x, z, y),K−(x, z, y) are n × n matrices, ψ(x) is any n × 1 matrix.
K+(x, z, y) and K−(x, z, y) are the Volterra operators, so that K+(x, z, y) = 0 for z < x and
K−(x, z, y) = 0 for z > x. We assume that (I + K+)−1 exists and F admits the triangular
factorization

I + F = (I + K+)−1(I + K−), (2.2)

where I is the identity operator. From (2.2), a direct calculation shows that F and K+

satisfy the Gel’fand–Levitan–Marchenko (GLM) equation [15]

K+(x, z, y) + F (x, z, y) +
∫ ∞

x
K+(x, s, y)F (s, z, y)ds = 0, z > x. (2.3)

Similarly, we have

F (x, z, y) −K−(x, z, y) +
∫ ∞

x
K+(x, s, y)F (s, z, y)ds = 0, z < x.
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Here it is supposed that

sup
∫ +∞

x0

|K±(x, z, y)|ψ(z)dz < +∞, sup
∫ +∞

x0

|F (x, z, y)|ψ(z)dz < +∞, x0 > −∞.

We now introduce two differential operators M1 and Mm defined by

M1 = α∂x +A(x, tm),

Mm = β∂tm + L(x, tm), L(x, tm) =
m∑

j=0

bj
∂j

∂j
x

,
(2.4)

where α, β, bj are matrix functions of their arguments. Suppose that the operator F com-
mutes with M1 and Mm, that is

[M1,F] = M1F − FM1 = 0, [Mm,F] = MmF − FMm = 0. (2.5)

Equation (2.5) together with (2.4) implies the following equations

αFx + Fzα+A(x, tm)F − FA(z, tm) = 0, (2.6)

βFtm + LF − FL+(z, tm) = 0, (2.7)

where

FL+(z, tm) =
m∑

j=0

(−1)j
∂j

∂j
z

(Fbj(z, tm)).

Now we “dress” the two differential operators M1 and Mm to obtain the dressed operators
N1 and Nm. The dressing procedure is accomplished through the relations

N1(I + K+) − (I + K+)M1 = 0,

Nm(I + K+) − (I + K+)Mm = 0,
(2.8)

where N1 and Nm can be ensured to be simple differential operators by the above equations.
A key of the generalized dressing method is to let the differential operators M1 and Mm

satisfy the relation

[M1,Mm] = φ1M1 + φ2Mm, (2.9)

where φ1 and φ2 are arbitrary functions of their arguments. According to [4, 9], the corre-
sponding dressing operators obey the equation

[N1,Nm] = φ1N1 + φ2Nm. (2.10)

We consider the case of m = 3 and denote t3 = y, N1 = M1 + D1, N2 = M3 + D2. For
convenience, we denote K̂ = K+(x, z)|z=x. From the first expression of (2.8), we obtain

D1 = αK̂ − K̂α,

αKx +A(x, y)K + D1K +Kzα−KA(z, y) = 0.
(2.11)

1250028-4 461



December 29, 2012 17:2 WSPC/1402-9251 259-JNMP 1250028

Application of a Generalized Version of the Dressing Method

Using the second expression of (2.8), we have D2 = C1 + C2∂x, where

C2 − b2K̂ + K̂b2 − 2b3K̂x − b3Kx|z=x − (Kb3(z))z |z=x = 0,

K̂b3 − b3K̂ = 0
(2.12)

and C1 is determined from (2.10) by the following two equations:

αC1x +AC1 − C1A− C2Ax + D1b0 − b0D1 − D1,y − b1D1x − b2D1xx

− b3D1xxx + D1C1 − C1D1 − C2D1x = φ1D1, (2.13)

αC1 − C1α+ αC2x +AC2 − C2A+ D1b1 − b1D1

− 2b2D1x − 3b3D1xx + D1C2 −C2D1 = 0. (2.14)

Further, from (2.9), we derive φ2 = 0 and

αb0 − b0α+Ab1 − b1A+ αb1x − 2b2Ax − 3b3Axx = φ1α,

αb0x − βAy − b0A+Ab0 − b1A0x − b2Axx − b3Axxx = φ1A.
(2.15)

Actually, we obtain nonlinear evolution equations from (2.13). In what follows, we give the
solution formula of the obtained equations.

Assume that (2.6) and (2.7) have solutions in the form of separation of variables

F (x, z, y) =
N∑

j=1

fj(x, y)gj(z, y), (2.16)

where fj(x, y), gj(z, y) are some n× n matrices. Moreover, we suppose that

K(x, z, y) =
N∑

j=1

kj(x, y)gj(z, y). (2.17)

Substituting (2.16) and (2.17) into the GLM equation (2.3) yields that

K̂ =
N∑

j=1

kj(x, y)gj(x, y) = −(f1, f2, . . . , fN )L−1(g1, g2, . . . , gN )T , (2.18)

where L is defined by

Ljl = δjl +
∫ ∞

x
gj(s, y)fl(s, y)ds, 1 ≤ j, l ≤ N (2.19)

and δjl is the Kronecker’s delta.
For the case of N = 1 in (2.16), we have known that

K̂ = −f1

[
1 +

∫ ∞

x
g1(s)f1(s)ds

]−1

g1. (2.20)

In view of (2.20), the one-soliton solutions of the obtained equation are given.
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3. Applications to the Integrable Variable-Coefficient
N-Coupled NLS Equations

In this section, we will discuss a family of the integrable variable-coefficient N -coupled NLS
equations, including integrable variable-coefficient N -coupled cylindrical NLS equations,
integrable variable-coefficient N -coupled Hirota equations, integrable variable-coefficient
N -coupled mKdV-type equations and high-order NLS equations. Further, some new con-
clusions of these equations are given. For convenience, the same symbols stand for different
means in different sections.

3.1. Variable-coefficient N-coupled cylindrical NLS equations

Let M1 and M2 be

M1 = α∂x + xa0I, (3.1)

M2 = I∂t + ρ2α∂
2
x + xρ1I∂x, (3.2)

where ρ1, ρ2 and a0 are functions of t, and

α = i


1 · · · 0 0
...

. . .
...

...

0 · · · 1 0

0 · · · 0 −1


(N+1)×(N+1)

, I =


1 · · · 0 0
...

. . .
...

...

0 · · · 1 0

0 · · · 0 1


(N+1)×(N+1)

. (3.3)

Substituting (3.1) and (3.2) into (2.15), we have

ρ1 − 2ρ2a0 = φ1, a0,t + 2ρ1a0 − 2ρ2a
2
0 = 0.

From which, it yields that a0 = 1
e2

R
ρ1dt(c0−

R
2ρ2e−2

R
ρ1dtdt)

, where c0 is an integration con-
stant.

Similarly, we derive from (2.11)

D1 = i


0 · · · 0 q1
...

. . .
...

...

0 · · · 0 qN

−εq∗1 · · · −εq∗N 0

,

with k̂(jN+1) = qj

2 , k̂(N+1j) = ε
q∗j
2 , k̂(lj)

x = −ε qlq
∗
j

2 , k̂(N+1N+1)
x = − ε

2

∑N
k=1 |qk|2, ε2 = 1,

(l, j = 1, . . . , N). It yields from (2.12) that C2 = ρ2D1. For the sake of simplicity, we denote
C1 = (C(ks)

1 )(N+1)×(N+1), C2 = (C(ks)
2 )(N+1)×(N+1), (k, s = 1, . . . , N + 1).

From (2.13) and (2.14), we obtain

C
(jl)
1 = −iερ2

2
qjq

∗
l , C

(jN+1)
1 = i

ρ2

2
qjx,

C
(N+1j)
1 = −iερ2

2
q∗jx, C

(N+1N+1)
1 = i

ερ2

2

N∑
l=1

|ql|2
(3.4)
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and the integrable variable-coefficient N -coupled cylindrical NLS equations:

qjt + ρ1(xqj)x + ρ2a0qj + i
ρ2

2
qjxx − iερ2qj

N∑
l=1

|ql|2 = 0, j = 1, . . . , N. (3.5)

Under the transformation qj = Qje
i
2
x2

, the above equations are reduced to different inte-
grable variable-coefficient N -coupled cylindrical NLS equations:

Qjt +
iρ2

2
Qjxx +

(
ρ1 + ix2ρ1 + a0ρ2 − iρ2

2

)
Qj + x(ρ1 − ρ2)Qjx

− iερ2Qj

N∑
l=1

|Ql|2 = 0, j = 1, . . . , N. (3.6)

Equation (3.5) have Lax pair N1 and N2 defined by

N1 = M1 + D1, N2 = M2 + D2, D2 = C1 + C2∂x,

where

C1 = − iρ2

2



ε|q1|2 · · · εq1q
∗
N −q1x

εq2q
∗
1 · · · εq2q

∗
N −q2x

...
. . .

...
...

εqNq
∗
1 · · · ε|qN |2 −qNx

εq∗1x · · · εq∗Nx −ε∑N
l=1 |ql|2


, C2 = iρ2


0 · · · 0 q1
...

. . .
...

...

0 · · · 0 qN

−εq∗1 · · · −εq∗N 0

.

In what follows, we will derive the one-soliton solution of (3.5).
From (2.6) and (2.7), we have the equations for F

αFx + Fzα+ (x− z)a0F = 0, (3.7)

Ft + ρ1(t)(xFx + zFz) + ρ1(t)F + ρ2(t)(αFxx − Fzzα) = 0. (3.8)

In view of (3.7), we set F as follows

F (jN+1) = wjN+1e
i

a0
2

(x2+z2)+µjN+1(x+z), F (jl) = 0,

F (N+1j) = wN+1je
−i

a0
2

(x2+z2)+µN+1j (x+z), F (N+1N+1) = 0, (3.9)

with F (jl) being elements of F .
Substitution of (3.9) into (3.8), we derive

∂tµjN+1 + [ρ1 − 2a0ρ2]µjN+1 = 0,

∂tµN+1j + [ρ1 − 2a0ρ2]µN+1j = 0,

∂twjN+1 + [ρ1 − 2a0ρ2 + 2iρ2µ
2
jN+1]wjN+1 = 0,

∂twN+1j + [ρ1 − 2a0ρ2 − 2iρ2µ
2
N+1j]wN+1j = 0.

(3.10)
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We assume that µjN+1 = µ1N+1, µN+1j = µN+11 and F = f(x, t)g(z, t), with

f(x, t) =



0 · · · 0 w1N+1e
i

a0x2

2
+µ1N+1x

...
. . .

...
...

0 · · · 0 wNN+1e
i

a0x2

2
+µ1N+1x

wN+11e
−i

a0x2

2
+µN+11x · · · wN+1Ne

−i
a0x2

2
+µN+11x 0


,

g(z, t) =



e−i
a0z2

2
+µN+11z 0 · · · 0 0

0 e−i
a0z2

2
+µN+11z · · · 0 0

...
...

. . .
...

...

0 0 · · · e−i
a0z2

2
+µN+11z 0

0 0 · · · 0 ei
a0z2

2
+µ1N+1z


.

Let K = k(x, t)g(z, t). We take N = 1 in (2.16). From (2.19), we obtain

L =



1 · · · 0 −w1N+1e(µ1N+1+µN+11)x

µ1N+1+µN+11

0 · · · 0 −w2N+1e(µ1N+1+µN+11)x

µ1N+1+µN+1,1

...
. . .

...
...

0 · · · 1 −wNN+1e(µ1N+1+µN+11)x

µ1N+1+µN+11

−wN+11e(µ1N+1+µN+11)x

µ1N+1+µN+11
· · · −wN+1Ne(µ1N+1+µN+11)x

µ1N+1+µN+11
1


,

where |L| = 1 − ∑N
j=1

wjN+1wN+1j

(µN+11+µ1N+1)2 e
2(µN+11+µ1N+1)x, L∗

(N+1N+1) = 1, L =
(L(lk))(N+1)×(N+1), |L| is determinant of L, L∗

(lk) is algebraic cofactor of L.
From (2.20), we can derive

K̂ = − 1
|L|

×



w1N+1L
∗
(1N+1)e

(µ1N+1+µN+11)x · · · w1N+1e
2µ1N+1x+ia0x2

w2N+1L
∗
(1N+1)e

(µ1N+1+µN+11)x · · · w2N+1e
2µ1N+1x+ia0x2

...
. . .

...

wNN+1L
∗
(1N+1)e

(µ1N+1+µN+11)x · · · wNN+1e
2µ1N+1x+ia0x2∑N

k=1wN+1kL
∗
(1k)e

2µN+11x−ia0x2 · · · ∑N
k=1wN+1kL

∗
(N+1k)e

(µ1N+1+µN+11)x


.

From which, it yields the one-soliton solution of (3.5):

qj = − 2
|L|wjN+1e

ia0x2+2µ1N+1x, q∗j = − 2
|L|wN+1je

−ia0x2+2µN+11x,

1250028-8 465
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where

N∑
k=1

wN+1kL
∗
(jk) = wN+1j , wjN+1 = εw∗

N+1j , µN+11 = µ∗1N+1,

L∗
(jk) = wN+1jwkN+1, L∗

(jj) = 1 −
N∑

k=1,k �=j

wN+1kwkN+1,

are used.
Further, we obtain the one-soliton solution of (3.6):

Qj = −2qj
|L|wjN+1e

i(a0− 1
2
)x2+2µ1N+1x.

According to the form |L|, we can find that 1
|L| has not singular solution for (ε = −1)

and has singular solution for (ε = 1). Therefore, the one-soliton solution of (3.5) for has
singular solution for (ε = 1). Theoretically, we can give N -soliton solution of (3.5) and (3.6).
However, it is necessary to complex calculations with the aid of mathematics.

3.2. Variable-coefficient N-coupled Hirota equations

We set M1 and M3 to be

M1 = α∂x + a0(y)I, (3.11)

M3 = I∂y + Iρ3(y)∂3
x + ρ2(y)α∂2

x + Ixρ1(y)∂x + xρ0(y)α, (3.12)

with α and I are given in (3.3).
Substituting (3.11) and (3.12) into (2.15), which gives that

ρ1 = φ1, a0,y + ρ1a0 + ρ0 = 0,

from which, we have a0 = e−
R

ρ1dy(c− ∫ ρ0e
R

ρ1dydy), with c being an arbitrary constant.
In the same way, we obtain

D1 = i


0 · · · 0 q1
...

. . .
...

...

0 · · · 0 qN

−εq∗1 · · · −εq∗N 0

,

where, k̂(jN+1) = qj

2 , k̂(N+1j) =
εq∗j
2 , k̂(N+1N+1)

x = −ε∑N
j=1

|qj |2
2 , k̂

(lj)
x = −ε qlq

∗
j

2 , l, j =
1, . . . , N .

Using (2.12)–(2.14), we have C2 = ρ2D1 + 3ρ3K̂x. C1 is to be determined by (3.13)
and (3.14).

Substitution of (3.11) and (3.12) into (2.13), we have

αC1 −C1α− ρ2αD1,x + 3ρ3αK̂xx − 3ρ3D1,xx + 3ρ3(D1K̂x − K̂xD1) = 0, (3.13)
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αC1,x + xρ0(D1α− αD1) − xρ1D1,x − ρ2D1,xx − ρ3D1,xxx

+D1C1 − C1D1 − C2D1,x − D1,y = φ1D1. (3.14)

From which, we derive

C
(lj)
1 = −3ερ3

4
(qlq∗j )x − iερ2

2
qlq

∗
j , C

(N+1N+1)
1 = −3ερ3

4

N∑
j=1

(|qj |2)x +
iερ2

2

N∑
j=1

|qj|2,

C
(jN+1)
1 =

iρ2

2
qjx +

3ρ3

4
qj,xx, C

(N+1j)
1 = −εiρ2

2
q∗jx +

3ερ3

4
q∗j,xx (3.15)

and the integrable variable-coefficient N -coupled Hirota equations:

qj,y +
iρ2

2
qj,xx − iερ2

N∑
n=1

|qn|2qj + 2ixρ0qj + ρ1(xqj)x

+
ρ3

4

[
qj,xxx − 3ε

(
N∑

n=1

|qn|2qj,x +
N∑

n=1

q∗nqn,xqj

)]
= 0. (3.16)

The nonlinear wave propagation of simultaneous fields in an optical fiber with core
medium for not homogeneous, with the effects, various GVD, SPM, higher-order dispersion
(HOD) and Kerr dispersion is by governed by the integrable variable-coefficients N -coupled
by (3.16).

The Lax pair is N1 and N2, given by

N1 = M1 + D1, N2 = M2 + D2, D2 = C1 + C2∂x,

with

C1 =



−3ερ3

4 |q1|2x − iερ2

2 |q1|2 · · · 3ρ3

4 q1xx + iρ2

2 q1x

−3ερ3

4 (q2q∗1)x − iερ2

2 q2q
∗
1 · · · 3ρ3

4 q2xx + iρ2

2 q2x

...
. . .

...

−3ερ3

4 (qNq∗1)x − iερ2

2 qNq
∗
1 · · · 3ρ3

4 qNxx + iρ2

2 qNx

3ερ3

4 q∗1xx − iερ2

2 q∗1 · · · −3ερ3

4

∑N
j=1 |qj|2x + iερ2

2

∑N
j=1 |qj |2


,

C2 =



−3ερ3

2 |q1|2 · · · 3ρ3

2 q1x + iρ2q1

−3ερ3

3 q2q
∗
1 · · · 3ρ3

2 q2x + iρ2q2

...
. . .

...

−3ερ3

2 qNq
∗
1 · · · 3ρ3

2 qNx + iρ2qN

−3ερ3

2 q∗1x − iερ2q
∗
1 · · · − i3ερ3

2

∑N
j=1 |qj |2


.

In the sequel, we shall discuss the solution of (3.16).
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From (2.6) and (2.7), we have the equations for F

αFx + Fzα = 0, (3.17)

Fy + ρ0(xαF − zFα) + ρ1(xFx + zFz) + ρ1F

+ ρ2(αFxx − Fzzα) + ρ3(Fxxx + Fzzz) = 0.
(3.18)

From (3.17), it is easy to derive

F (jN+1)
x − F (jN+1)

z = 0, F (N+1j)
x − F (N+1j)

z = 0, (3.19)

F (lj)
x + F (lj)

z = 0, F (N+1N+1)
x + F (N+1N+1)

z = 0. (3.20)

Let

F (jN+1) = wjN+1e
sjN+1(x+z), F (N+1j) = wN+1je

sN+1j(x+z),

F (lj) = 0, F (N+1N+1) = 0, l, j = 1, . . . , N.
(3.21)

Substitution of (3.20) into (3.18), we arrive at

∂ysjN+1 + ρ1sjN+1 + iρ0 = 0, ∂ysN+1j + ρ1sN+1j − iρ0 = 0,

∂ywjN+1 + (ρ1 + 2iρ2s
2
jN+1 + 2ρ3s

3
jN+1)wjN+1 = 0,

∂ywN+1j + (ρ1 − 2iρ2s
2
N+1j + 2ρ3s

3
N+1j)wN+1j = 0,

(3.22)

from which, we obtain

sjN+1 = e−
R

ρ1dy

(
c0 − i

∫
ρ0e

R
ρ1dydy

)
,

sN+1j = e−
R

ρ1dy

(
c0 + i

∫
ρ0e

R
ρ1dydy

)
,

wjN+1 = cjN+1e
−R

(ρ1+2iρ2s2
jN+1+2ρ3s3

jN+1)dy,

wN+1j = cN+1je
R

(−ρ1+2iρ2s2
jN+1−2ρ3s3

jN+1)dy,

with c0, cjN+1 and cN+1j being arbitrary constants.
We suppose that sjN+1 = s1N+1, sN+1j = sN+11, s∗N+11 = s1N+1 and F (x, z, y) =

f(x, y)g(z, y), where f(x, y) and g(z, y) are given by

f(x, y) =



0 0 · · · 0 w1N+1e
s1N+1x

0 0 · · · 0 w2N+1e
s1N+1x

...
...

. . .
...

...

0 0 · · · 0 wNN+1e
s1N+1x

wN+11e
sN+11x wN+12e

sN+11x · · · wN+1Ne
sN+11x 0


,
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g(z, y) =



esN+11z 0 · · · 0 0

0 esN+11z · · · 0 0
...

...
. . .

...
...

0 0 · · · esN+11z 0

0 0 · · · 0 es1N+1z


.

Using (2.16) (N = 1), it yields that

L =



1 · · · 0 −w1N+1e(s1N+1+sN+11)x

s1N+1+sN+11

0 · · · 0 −w2N+1e(s1N+1+sN+11)x

s1N+1+sN+11

...
. . .

...
...

0 · · · 1 −wNN+1e(s1N+1+sN+11)x

s1N+1+sN+11

−wN+11e(s1N+1+sN+11)x

s1N+1+sN+11
· · · −wN+1Ne(s1N+1+sN+11)x

s1N+1+sN+11
1


.

From (2.20), we have

K̂ = − 1
|L|

×



w1N+1L
∗
(1N+1)e

(s1N+1+sN+11)x · · · w1N+1e
2s1N+1x

w2N+1L
∗
(1N+1)e

(s1N+1+sN+11)x · · · w2N+1e
2s1N+1x

...
. . .

...

wNN+1L
∗
(1N+1)e

(s1N+1+sN+11)x · · · wNN+1e
2s1N+1x∑N

j=1wN+1jL
∗
(1j)e

2sN+11x · · · ∑N
j=1wN+1jL

∗
(N+1j)e

(s1N+1+sN+11)x


.

Thus, the one-soliton solutions of (3.16) are given by

qj = − 2
|L|wjN+1e

2s1N+1x, (3.23)

where |L| = 1 −
PN

j=1 wjN+1wN+1j

(s1N+1+sN+11)2
e2(s1N+1+sN+11)x,

∑N
l=1wN+1lL

∗
(jl) = wN+1j and wjN+1 =

εw∗
N+1j are used.
According to the form of |L|, it is easy to see that the one-soliton solutions of (3.16) is

dark soliton solution for (ε = −1) and bright soliton solution for (ε = −1). Similarly, through
tedious calculations, we can drive N -soliton solutions of (3.16) with help of mathematics.

3.3. Integrable variable-coefficient N-coupled mKdV-type equations and

high-order NLS equations

Soliton solutions to the mkdv equation is important in inhomogeneous plasmas, which
describe produced filamentation by the ponderomotive force between the dispersive effects
and the nonlinear perturbation.
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We consider operators M1 and M2 defined by

M1 = α∂x + a0(y)I, (3.24)

M2 = I∂y + Iρ3(y)∂3
x + Ixρ1(y)∂x, (3.25)

where

α = i


1 · · · 0 0
...

. . .
...

...
0 · · · 1 0
0 · · · 0 −1


(2N+1)×(2N+1)

, I =


1 · · · 0 0
...

. . .
...

...
0 · · · 1 0
0 · · · 0 1


(2N+1)×(2N+1)

. (3.26)

Substitution of (3.23) and (3.24) into (2.6) and (2.7) yields that

a0 = c0e
−R

ρ1dy, (3.27)

where c0 is an arbitrary constant.
Similarly, we have

D1 = i



0 0 · · · 0 q1
0 0 · · · 0 q∗1
...

...
. . .

...
...

0 0 · · · 0 qN
0 0 · · · 0 q∗N
q∗1 q1 · · · qN 0


,

where k̂(2k−1,2N+1) = qk
2 , k̂(2k,2N+1) = q∗k

2 , k̂(2N+1,2n−1) = − q∗n
2 , k̂(2N+1,2n) = − qn

2 ,
k̂

(2k−1,2n−1)
x = qkq∗n

2 , k̂(2k−1,2n)
x = qkqn

2 , k̂(2k,2n−1)
x = q∗kq∗n

2 , k̂(2k,2n)
x = q∗kqn

2 , k̂(2N+1,2N+1)
x =∑N

s=1 |qs|2, (n, k = 1, . . . , N).
With the aid of (2.12)–(2.14), we have C2 = 3ρ3(y)K̂x. C1 = (C(l,j)

1 )(2N+1)×(2N+1) is
determined by (3.27) and (3.28).

Substitution of (3.23) and (3.24) into (2.13) and (2.14) produces that

αC1 − C1α+ αc2x + 3ρ3αK̂xx − 3ρ3D1xx + 3ρ3(D1K̂x − K̂xD1) = 0, (3.28)

αC1x − D1y − xρ1D1x − ρ3D1xxx + D1C1 − C1D1 − C2D1x = φ1D1. (3.29)

From which, we obtain

C
(2n−1,2N+1)
1 =

3ρ3

4
qnxx, C

(2n,2N+1)
1 =

3ρ3

4
q∗nxx, C

(2N+1,2n−1)
1 = −3ρ3

4
q∗nxx,

C
(2N+1,2n)
1 = −3ρ3

4
qnxx, C

(2k−1,2n−1)
1 =

3ρ3

4
(qkq∗n)x, C

(2k−1,2n)
1 =

3ρ3

4
(qkqn)x,

C
(2k,2n−1)
1 =

3ρ3

4
(q∗kq

∗
n)x, C

(2k,2n)
1 =

3ρ3

4
(q∗kqn)x, C

(2N+1,2N+1)
1 =

3ρ3

2

N∑
s=1

|qs|2x.
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Further, the integrable variable-coefficient N -coupled mKdV type equations are derived:

qky + ρ1(xqk)x +
ρ3

4

[
qkxxx + 3qk

N∑
s=1

|qs|2x + 6qkx

N∑
s=1

|qs|2
]

= 0. (3.30)

Under the transformation

qk(x, y) = uk(X,Y ) exp
−i
6

(
X − Y

18

)
, y = Y, x = X − Y

12
.

Equations (3.29) are reduced to the integrable variable-coefficient N -coupled high-order
NLS equations:

ukY +
(
1 − ρ3

4

) ukX

12
+
(
ρ1 − i

216
+

3ρ3

4

)
uk + ρ1

(
X − Y

12

)(
ukX − i

6
uk

)

+
ρ3

4

[
ukXXX + 3uk

N∑
s=1

|us|2X + 6ukX

N∑
s=1

|us|2
]
− iρ3

8
ukXX − iρ3

4
uk

N∑
s=1

|us|2 = 0.

(3.31)

Then Eqs. (3.29) have Lax pair N1 and N2, defined by

N1 = M1 + D1, N2 = M2 + D2, D2 = C1 + C2∂x,

where D1 is the same as before, and

C1 =
3ρ3

4



|q1|2x (q1)2x · · · (q1q∗N )x (q1qN)x q1xx

(q∗1)2x |q1|2x · · · (q∗1q∗N)x (q∗1qN )x q∗1xx

...
...

. . .
...

...
...

(qNq∗1)x (qNq1)x · · · |qN |2x (qN )2x qNxx

(q∗Nq
∗
1)x (q∗Nq1)x · · · (q∗N )2x |qN |2x q∗Nxx

−q∗1xx −q1xx · · · −q∗Nxx −qNxx 2
∑N

l=1 |ql|2x


and

C2 =
3ρ3

2



|q1|2 (q1)2 · · · q1q
∗
N q1qN q1x

(q∗1)2 |q1|2 · · · q∗1q∗N q∗1qN q∗1x

...
...

. . .
...

...
...

qNq
∗
1 qNq1 · · · |qN |2 (qN )2 qNx

q∗Nq
∗
1 q∗Nq1 · · · (q∗N )2 |qN |2 q∗Nx

−q∗1x −q1x · · · −q∗Nx −qNx 2
∑N

l=1 |ql|2


.

Next, we shall formulate one-soliton solutions of (3.29).
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Similarly, we obtain the evolution equations for F

αFx + Fzα = 0, (3.32)

Fy + ρ1(xFx + zFz) + ρ1F + ρ3(Fxxx + Fzzz) = 0. (3.33)

From (3.32), we have

F (2k−12N+1) = w2k−12N+1e
s2k−12N+1(x+z),

F (2k2N+1) = w2k2N+1e
s2k2N+1(x+z),

F (2N+12k−1) = w2N+12k−1e
s2N+12k−1(x+z),

F (2N+12k) = w2N+12ke
s2N+12k(x+z),

F (2k−12n−1) = F (2k−12n) = F (2k2n−1) = F (2k2n) = F (2N+12N+1) = 0.

(3.34)

Substitution of (3.33) into (3.32) yields that

∂ys2k−12N+1 + ρ1s2k−12N+1 = 0, ∂ys2k2N+1 + ρ1s2k2N+1 = 0,

∂ys2N+12k−1 + ρ1s2N+12k−1 = 0, ∂ys2N+12k + ρ1s2N+12k = 0,

∂yw2k−12N+1 + (ρ1 + 2ρ3s
3
2k−12N+1)w2k−12N+1 = 0,

∂yw2k2N+1 + (ρ1 + 2ρ3s
3
2k2N+1)w2k2N+1 = 0,

∂yw2N+12k−1 + (ρ1 + 2ρ3s
3
2N+12k−1)w2N+12k−1 = 0,

∂yw2N+12k + (ρ1 + 2ρ3s
3
2N+12k)w2N+12k = 0.

(3.35)

Further, we suppose that

s2k−12N+1 = s2k2N+1 = s2N+12k−1 = s2N+12k = c0e
−R

ρ1dy,

w2k−12N+1 = c2k−12N+1e
−R

(ρ1+2ρ3s3
2k−12N+1)dy, w2k2N+1 = c2k2N+1e

−R
(ρ1+2ρ3s3

2k2N+1)dy,

w2N+12k−1 = c2N+12k−1e
−R

(ρ1+2ρ3s3
2k2N+1)dy , w2N+12k = c2N+12ke

−R
(ρ1+2ρ3s3

2N+12k)dy,

where c2k−12N+1, c2k2N+1, c2N+12k−1 and c2N+12k are arbitrary constants, c0 is an arbitrary
negative constant.

In the same way, we assume that F (x, z, y) = f(x, y)g(z, y),

f(x, y) =



0 · · · 0 w12N+1e
s12N+1x

0 · · · 0 w22N+1e
s12N+1x

...
. . .

...
...

0 · · · 0 w2N2N+1e
s12N+1x

w2N+11e
s12N+1x · · · w2N+12Ne

s12N+1x 0


,

g(z, y) =



es12N+1z 0 · · · 0 0

0 es12N+1z · · · 0 0
...

...
. . .

...
...

0 0 · · · es12N+1z 0

0 0 · · · 0 es12N+1z


.
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Using (2.20), we derive

L =



1 · · · 0 −w12N+1e2s12N+1x

2s12N+1

0 · · · 0 −w22N+1e2s12N+1x

2s12N+1

...
. . .

...
...

0 · · · 1 −w2N2N+1e2s1N+1x

2s12N+1

−w2N+11e2s12N+1x

2s12N+1
· · · −w2N+12N e2s12N+1x

2s12N+1
1


.

Further, it can be shown that

K̂ = −e
2s1N+1x

|L|



w12N+1L
∗
(12N+1) · · · w12N+1L

∗
(2N2N+1) w12N+1L

∗
(2N+12N+1)

w22N+1L
∗
(12N+1) · · · w22N+1L

∗
(2N2N+1) w22N+1L

∗
(2N+12N+1)

... · · · ...
...

w2N2N+1L
∗
(12N+1) · · · w2N2N+1L

∗
(2N2N+1) w2N2N+1L

∗
(2N+12N+1)∑2N

j=1w2N+1jL
∗
(1,j) · · · ∑2N

j=1w2N+1jL
∗
(2N,j)

∑2N
j=1w2N+1jL

∗
(2N+1j)


.

Thus, one-soliton solution of the integrable variable-coefficient N -coupled mKdV equation
(3.29) is given by

qk = − 2
|L|w2k−12N+1e

2s1N+1x, k = 1, . . . , N, (3.36)

where

|L| = 1 −
∑N

j=1w2j2N+1w2N+12j + w2j−12N+1w2N+12j−1

4s212N+1

e4s12N+1x,

w2k−12N+1 = c2k−12N+1e
−R

(ρ1+2ρ3s3
2k−12N+1)dy.

In the derivation, L∗
(2N+12N+1) = 1, w2k−12N+1 = w∗

2k2N+1, w2N+12k−1 = w∗
2N+12k,

w2N+12k−1 = −w2k2N+1 are used.

4. Reductions and Conclusions

In this section, we will discuss the simplest reductions of one-field case.

Case 1. The Eq. (3.5) (N = 1) is reduced to

q1t + ρ1(xq1)x + ρ2a0q1 + i
ρ2

2
q1xx − iερ2q1|q1|2 = 0, (4.1)

which has Lax pairs N1, N2 defined by

N1 = i

(
1 0
0 −1

)
∂x + xa0I + i

(
0 q1

−εq∗1 −1

)
,

N2 = I∂t + ρ2i

(
1 0
0 −1

)
∂2

x + xρ1I∂x − i
ρ2

2

(
ε|q1|2 −q1x

−εq∗1x −ε|q1|2
)

+ iρ2

(
0 q1

−εq∗1 0

)
,
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where I is a unit matrix. Equation (4.1) has one-soliton solution

q1 = − 2
|L|w12e

ia0x2+2µ12x,

where |L| = 1 − w12w21

4µ2
12

e4µ2
12x, µ12 = µ21 = e

R
(2ρ2−ρ1)dt, w12 = e

R
(2ρ2−ρ1−2iρ2µ2

12)dt, w21 =

εe
R

(2ρ2−ρ1+2iρ2µ2
21)dt.

Specially, ρ1 = 0, ρ2 = −2t, a0 = 1
4t , Eq. (4.1) is reduced to the well known cylindrical

NLS equation

iut + uxx +
i

2t
u± 2u|u|2 = 0. (4.2)

Case 2. Equation (3.6) (for N = 1) is reduced to the following equation

q1y +
iρ2

2
q1xx − iερ2q1|q1|2 + 2ixρ0q1 + ρ1(xq1)x +

ρ3

4
q1,xxx − ε

3ρ3

2
|q1|2q1,x = 0, (4.3)

which has lax pairs N1, N2 given by

N1 = i

(
1 0
0 −1

)
∂x + xa0(y)I + i

(
0 q1

−εq∗1 0

)
,

N2 = I∂y + Iρ3(y)∂3
x + ρ2(y)i

(
1 0
0 −1

)
∂2

x + Ixρ1(y)∂x + Ixρ0(y)

+

(−3ε
4 ρ3|q1|2x − iερ2

2 |q1|2 3ε
4 ρ3q1xx + iρ2

2 q1x

3ε
4 ρ3q

∗
1xx − iερ2

2 q∗1x −3ε
4 ρ3|q1|2x + iερ2

2 |q1|2

)

+

( −i3ερ3

2 |q1|2 3ρ3

2 q1x + iρ2q1

−3ρ3

2 q∗1x − iερ2q
∗
1 −3ερ3

2 |q1|2

)
∂x,

where I is a unit matrix.
The one-soliton solution of (4.3) is

q1 = − 2
|L|w12e

2s12x,

with |L| = 1 − w12w21

(s12+s21)2
e2(s12+s21)x, s12 + s21 = ce−

R
ρ1dy,

w12 = c1e
−R

(ρ1+2iρ2s2
12+2ρ3s3

12), w21 = εc1e
−R

(ρ1−2iρ2s2
21+2ρ3s3

21), c1 > 0 is a constant. From
the form of the solution, it is easy to see that the solution is singular for (ε = 1).

Case 3. Equation (3.29) is reduced to the following equation for (N = 1)

q1y + ρ1(xq1)x +
ρ3

4
[q1xxx + 3q1|q1|2x + 6q1x|q1|2] = 0. (4.4)

Its lax pair is N1, N2 defined by

N1 = i

1 0 0
0 1 0
0 0 −1

∂x + a0(y)I + i

 0 0 q1
0 0 q∗1
q∗1 q1 0

,
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N2 = I∂y + Iρ3(y)∂3
x + Ixρ1(y)∂x +

3ρ3

4


|q1|2x (q1)2x q1xx

(q∗1)
2
x |q1|2x q∗1xx

−q∗1xx −q1xx 2|q1|2x



+
3ρ3

2

 |q1|2 (q1)2 q1x

(q∗1)
2 |q1|2 q∗1x

−q∗1x −q1x 2|q1|2

 ∂x.

Its one-soliton solution is given by

q1 = − 2
|L|w13e

2s13x,

where |L| = 1 − |w23|2+|w13|2
4s2

13
e4s13x, s13 = c0e

R
ρ1dy, w23 = c23e

−R
(ρ1+2ρ3s3

13)dy, w13 =

c13e
−R

(ρ1+2ρ3s3
13)dy, c0, c13 and c23 are arbitrary constant, which shows that the solution

q1 is singular.
We have applied the generalized dressing method to a family N -coupled NLS equations.

The hierarchy can be reduced to variable-coefficient N -coupled cylindrical NLS equations,
variable-coefficient N -coupled Hirota equations and etc. The derived equations in our paper
are all reduced to well-known constant integrable equations for choosing special parameters.
Therefore, the obtained new equations have some important physical applications, especially
in optical fiber. In [2], Burtsev et al. have investigated the well known cylindrical NLS
equation (4.2) with variable spectral parameter. In fact, the equations in our paper can
also be derived by the method described in [2]. Essentially, the generalized dressing method
described in our paper is applied to variable coefficient spectral parameters. The point is
the same to that paper [2]. The different lies in that “spectral parameters” in our paper
is hidden and is visible in [2]. The generalized dressing method has the advantages of by-
passing the scattering problem entirely, for example, scattering data. Moreover, the method
is more intuitive and in keeping with the spirit of the original dressing method [15]. The
method can be used to construct a large class of integrable variable coefficient equations in
a systematic way, along with their soliton solutions. The solutions can be more general than
those obtainable by the inverse scattering technique. The generalized dressing method has
extensive applications, however, the method has also limitation. For example, the Ablow–
Ladik hierarchy, self-dual network equations and some discrete equations have not been
solved by using the method. These problems need further discussion.
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