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We briefly derive the infinite set of multi-point correlation equations based on the Navier–Stokes
equations for an incompressible fluid. From this we reconsider the previously derived set of Lie sym-
metries, i.e. those directly induced by the ones from classical mechanics and also new symmetries.
The latter are denoted statistical symmetries and have no direct counterpart in classical mechanics.
Finally, we considerably extend the set of symmetries by Lie algebra methods and give the cor-
responding commutator tables. Due to the infinite dimensionality of the multi-point correlation
equations completeness of its symmetries is not proven yet and is still an open question.
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1. Introduction

Although there has been considerable progress in the theory as well as in experiments, tur-
bulence remains still one of the most important and in fact challenging unresolved problems
in classical mechanics.

In the last one and a half decades it has been observed that statistical turbulence quan-
tities such as the mean velocity have the strong tendency to establish invariant solutions.
Using the Lie symmetries which originate from the Euler or Navier–Stokes equations leads
to classical solutions such as the well known logarithmic law of the wall but also a broad
set of new solutions has been derived which can clearly be observed in experimental or
numerical data (see e.g. [8–10]).

There were clear hints that statistical turbulence quantities can be described with even
more general invariant solutions which are apparently based on an extended set of symme-
tries not directly stemming from the Euler or Navier–Stokes equations. This is in contrast
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to the common expectation that scaling laws arise from classical symmetries. This rather
remarkable results may have been first explicit demonstrated in [7] where a new scaling
group was derived and used to understand two-point correlations in a turbulent bound-
ary layer flow. Based on this only recently [11] it became clear that an even considerably
extended set of infinite new symmetries exists, in the following called statistical symmetries,
which allow for a very broad number of invariant solutions and, in fact, may give a very
deep understanding of statistical turbulence behavior.

The present paper is an extension of the work in [11] in the sense that the classical
symmetries and the new statistical symmetries will be unified using commutator theory
and constructing the Lie algebra. For this we first consider the Navier–Stokes equations
as the essential basis which in turn will be employed to derive the infinite set of multi-
point equations describing the statistics of fluid turbulence. Part of the symmetries of the
latter equations, those of classical mechanics, may be found by transferring the symmetries
of the Navier–Stokes equations (Subsec. 3.2.1) to the multi-point formulation. A direct
computation of all symmetries using Lie’s algorithm is rather difficult because of the infinite
dimensionality of the system. Instead the presently known statistical set of symmetries
in [11] has been employed as a basis.

In calculating the Lie algebra of these symmetries, it turns out that the Lie algebra has
to be considerably extended (Subsec. 4.1), in order to obtain an algebra (Subsec. 4.2).

It should be remarked that only recently Khabirov and Ünal [6] computed all symme-
tries of the two-point equation for homogeneous isotropic case, the von Kármán–Howarth
equation. Those presently derived symmetries of the full multi-point correlation equation
relevant for isotropic turbulence transfer to some of the symmetries derived therein.

2. The Infinite Set of the Multi-point Equations

The following introduction of the governing equations and the outline of some general ideas
of the mathematics of statistical multi-point turbulence theory is a brief repetition of our
previous work (see [11]).

2.1. Navier–Stokes equations

The starting point of the entire analysis is based on the three dimensional Navier–Stokes
equations describing an incompressible fluid under the assumption of a Newtonian material
with constant density and viscosity. In Cartesian tensor notation the continuity equation
and the momentum equations read as follows

∂Uk

∂xk
= 0 (2.1)

Mi(x) =
∂Ui

∂t
+ Uk

∂Ui

∂xk
+

∂P

∂xi
− ν

∂2Ui

∂xk∂xk
= 0, i = 1, 2, 3. (2.2)

Here t ∈ R
+, x ∈ R

3, U = U(x, t) and P = P (x, t) respectively represent time,
position vector, instantaneous velocity vector and pressure. Furthermore, pressure has been
normalized by the constant density.
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2.2. Statistical averaging

In the following we define the classical Reynolds averaging. Let Z represent an arbitrary
statistical variable, i.e. U and P , which in the following we also denote as instantaneous

value. According to the classical definition by Reynolds all instantaneous quantities are
decomposed into their mean and their fluctuation value

Z = Z̄ + z. (2.3)

The overbar always marks a statistically averaged quantity whereas the lower-case z

denotes the fluctuation value of Z. A rather general definition of a statistically averaged
quantity, sometimes referred to as mean value or expectation value, is given by an ensemble
average operator K

Z̄(x, t) = K [Z(x, t)] = lim
N→∞

(
1
N

N∑
n=1

Zn(x, t)

)
, (2.4)

where Zn refers to one realization.
Employing the above we may define the fluctuation value of Z

z = Z − Z̄. (2.5)

2.3. Reynolds averaged transport equations

Implementing the decomposition of U and P according to (2.3) and applying the operator
K to the continuity equation (2.1) and the momentum equations (2.2) we respectively obtain
its averaged versions, i.e. the continuity equation

∂Ūk

∂xk
= 0 (2.6)

and the momentum equations

∂Ūi

∂t
+ Ūk

∂Ūi

∂xk
= − ∂P̄

∂xi
+ ν

∂2Ūi

∂xk∂xk
− ∂uiuk

∂xk
, i = 1, 2, 3. (2.7)

At this point we observe the well-known closure problem of turbulence since, compared
to the original set of equations, the unknown Reynolds stress tensor uiuk has appeared. How-
ever, rather different from the classical approach we will not proceed with deriving a trans-
port equation for the Reynolds stress tensor which contains additional four unclosed tensors.
Instead the multi-point correlation approach is put forward the reason being twofold.

First, if the infinite set of correlation equations is considered the closure problem is
somewhat bypassed. Second, the multi-point correlation delivers additional information on
the turbulence statistics such as length scale information which may not be gained from
the Reynolds stress tensor, which is a single-point approach.

2.4. Multi-point correlation equations

The idea of two- and multi-point correlation equations in turbulence was presumably first
established by Friedmann and Keller [5]. In the beginning it was assumed that all correlation
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equations of orders higher than two may be neglected but theoretical considerations led to
the result that all higher correlations have to be taken into account. Consequently, all
multi-point correlation (MPC) equations have to be considered in the symmetry analysis.

2.4.1. MPC equations: fluctuation approach

The classical approach in the theory of turbulence deals with correlation functions which
are based on the fluctuating quantities u and p as introduced by Reynolds. The multi-point
correlation for the fluctuation velocity,

Ri{n+1} = Ri(0)i(1)...i(n)
= ui(0)(x(0)) · . . . · ui(n)

(x(n)) , (2.8)

is a tensor of order n+1, where the first index of the R tensor defines the tensor character of
the term and the second index in braces denotes the order of the tensor. The curly brackets
point out that not an index of a tensor but an enumeration is meant. It is important
to mention that the indices start with 0 which is advantageous when introducing a new
coordinate system based on the Euclidean distance of two space points.

2.4.2. MPC equations: instantaneous approach

In order to write the MPC equations in a very compact form, we introduce the following
notation. Similar to (2.8) we have the multi-point correlation for the instantaneous velocity

Hi{n+1} = Hi(0)i(1)...i(n)
= Ui(0)(x(0)) · . . . · Ui(n)

(x(n)). (2.9)

Apparently we have the connection to the mean velocity according to Hi{1} = Hi(0) = Ūi.
From (2.3) it is apparent that there is a unique relation between the instantaneous and

the fluctuation approach though the actual crossover is somewhat cumbersome in particular
with increasing tensor order. The first relations are given by

Hi(0) = Ūi(0) (2.10)

Hi(0)i(1) = Ūi(0)Ūi(1) + Ri(0)i(1) (2.11)

Hi(0)i(1)i(2) = Ūi(0)Ūi(1)Ūi(2)

+ Ri(0)i(1)Ūi(2) + Ri(0)i(2)Ūi(1) + Ri(1)i(2)Ūi(0) + Ri(0)i(1)i(2) (2.12)
...

...

where the indices also refer to the spatial points as indicated.
To obtain new symmetries and to calculate its algebra it is much more elaborate to

deal with the instantaneous approach of the multi-point equations as the representation of
the new symmetries, later called statistical symmetries, becomes simpler in the way that
we only have to deal with linear functions. Hence, we only deal with the instantaneous
approach which is equivalent to the fluctuation approach through (2.10)–(2.12).

In some cases the list of indices is interrupted by one or more other indices which is
pointed out by attaching the replaced value in brackets to the index, i.e.

Hi{n+1}[i(l) �→k(l)] = Ui(0)(x(0)) · . . . · Ui(l−1)
(x(l−1))Uk(l)

(x(l))Ui(l+1)
(x(l+1)) · . . . · Ui(n)

(x(n)).

(2.13)
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This is further extended by

Hi{n+2}[i(n+1) �→k(l)][x(n+1) �→ x(l)] = Ui(0)(x(0)) · . . . · Ui(n)
(x(n))Uk(l)

(x(l)) , (2.14)

where not only the index i(n+1) is replaced by k(l), but also the independent variable x(n+1)

is replaced by x(l). If indices are missing e.g. between i(l−1) and i(l+1) we define

Hi{n}[l]∅ = Ui(0)(x(0)) · . . . · Ui(l−1)
(x(l−1))Ui(l+1)

(x(l+1)) · . . . · Ui(n)
(x(n)) . (2.15)

Finally, if the pressure is involved we write

Ii{n}[l]p = Ui(0)(x(0)) · . . . · Ui(l−1)
(x(l−1))P (x(l))Ui(l+1)

(x(l+1)) · . . . · Ui(n)
(x(n)) , (2.16)

which is, considering all the above definitions, sufficient to derive the MPC equations from
Eqs. (2.1) and (2.2) of instantaneous velocity and pressure.

Applying the Reynolds averaging operator (2.4) according to the sum below

Si{n+1}(x(0), . . . ,x(n)) =
n∑

a=0

Mi(a)
(x(a))

n∏
b=0,b�=a

Ui(b)(x(b)) , (2.17)

we obtain the S-equation which writes

Si{n+1} =
∂Hi{n+1}

∂t
+

n∑
l=0

[
∂Hi{n+2}[i(n+1) �→k(l)][x(n+1) �→ x(l)]

∂xk(l)

+
∂Ii{n}[l]p

∂xi(l)

− ν
∂2Hi{n+1}

∂xk(l)
∂xk(l)

]
= 0 for n = 1, . . . ,∞. (2.18)

Loosely speaking Eq. (2.18) implies the statistical information on the Navier–Stokes
equations at the expense to deal with an infinite dimensional chain of differential equations
starting with order 2, i.e. n = 1. Similar to the S-equation we can formulate a corresponding
equation for R which can be obtained by (2.8). The rather remarkable difference between
these equations is that (2.18) based on H is a linear equation which considerably simplifies
the analysis of Lie symmetries to be pointed out below.

From Eq. (2.1) continuity equations for Hi{n+1} and Ii{n}[l] can be derived. This leads to

∂Hi{n+1}[i(l) �→k(l)]

∂xk(l)

= 0 for l = 0, . . . , n (2.19)

and
∂Ii{n}[k][i(l) �→m(l)]

∂xm(l)

= 0 for k, l = 0, . . . , n and k �= l. (2.20)

3. Symmetries of the Governing Equations

In this section we first recapitulate the Lie symmetries of the Euler and Navier–Stokes equa-
tions. In turn they will all be transferred to its corresponding ones for the MPC equations.
In the second part we show that the MPC equations admit even more Lie symmetries which
are not reflected in the original Euler and Navier–Stokes equations.

All Lie groups will only be presented in infinitesimal forms (see e.g. [3]).
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3.1. Symmetries of the Euler and Navier–Stokes equations

The Euler equations, i.e. Eqs. (2.1) and (2.2) with ν = 0, admit a ten-parameter symmetry
group,

Xt =
∂

∂t
,

Xs1 = xi
∂

∂xi
+ Uj

∂

∂Uj
+ 2P

∂

∂P
,

Xs2 = t
∂

∂t
− Ui

∂

∂Ui
− 2P

∂

∂P
,

Xrx3 = −x2
∂

∂x1
+ x1

∂

∂x2
− U2

∂

∂U1
+ U1

∂

∂U2

Xrx1 = −x3
∂

∂x2
+ x2

∂

∂x3
− U3

∂

∂U2
+ U2

∂

∂U3

Xrx2 = −x3
∂

∂x1
+ x1

∂

∂x3
− U3

∂

∂U1
+ U1

∂

∂U3

Xg1 = f1(t)
∂

∂x1
+

df1(t)
dt

∂

∂U1
− x1

d2f1(t)
dt2

∂

∂P
,

Xg2 = f2(t)
∂

∂x2
+

df2(t)
dt

∂

∂U2
− x2

d2f2(t)
dt2

∂

∂P
,

Xg3 = f3(t)
∂

∂x3
+

df3(t)
dt

∂

∂U3
− x3

d2f3(t)
dt2

∂

∂P
,

Xp = f4(t)
∂

∂P
, (3.1)

with f1(t) − f4(t) being arbitrary but smooth functions.
The symmetries Xg1−Xg3 comprise translational invariance in space for constant f1−f3

as well as the classical Galilei group if f1−f3 are linear in time. In its rather general form
Xg1−Xg3 and X10 are direct consequences of an incompressible flow and do not have a coun-
terpart in the case of compressible flows. The complete record of all point-symmetries (3.1)
was first published by Pukhnachev [12].

Making the formal transfer from the Euler to the Navier–Stokes equations symmetry
properties change and a recombination of the two scaling symmetries X2 and X3 is observed

XScaleNS = 2t
∂

∂t
+ xi

∂

∂xi
− Uj

∂

∂Uj
− 2P

∂

∂P
, (3.2)

while the remaining groups stay unaltered.
It should be noted that further symmetries exist for dimensional restricted cases such

as plane or axisymmetric flows (see e.g. [1, 4]).

3.2. Symmetries of the MPC equations

We consider two different sets of symmetries depending on their origin. First, the symmetries
of the Euler– and Navier–Stokes equations, i.e. (3.1) and (3.2), may be transferred to the H
formulation. The latter set of symmetries, which has no proof of completeness yet, has been
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taken from [11]. They have no corresponding symmetries in the Navier–Stokes equations,
and will be called statistical symmetries. In the following we will only deal with infinite
Reynolds’ number flows, and hence only consider the symmetries of the Euler equations,
though knowing very well that this is a singular limit.

3.2.1. Transferred symmetries

Before the symmetries (3.1) are transferred into the H notation we need to define some
special sum convention for a full understanding of the generators with the indices of space
and velocity as summation indices (i = 1, 2, 3). In particular for the higher order tensors
we also have summations of the type

n · Hi{n}
∂

∂Hi{n}
=

∞∑
n=2

∑
i{n}

n · Hi{n}
∂

∂Hi{n}
,

where the second sum expresses all possible sequences of indices i{j} = 1, 2, 3 of the length n.
This means, there are 3n possibilities. In the case there is a summation over Ii{n−1}[q], the
summation is taken over all sequences of the length n − 1 and over all possible positions q

of the pressure as defined in (2.16).
The Galilei invariance has a further index α ∈ {1, 2, 3}, so that all three generators in

(3.1) can be written in one equation.
With these definitions at hand we obtain the classical symmetries in H form

Zt =
∂

∂t
,

Zs1 = xi
∂

∂xi
+ Ūi

∂

∂Ūi
+ 2P̄

∂

∂P̄
+ n · Hi{n}

∂

∂Hi{n}
+ (n + 1) · Ii{n−1}[q]p

∂

∂Ii{n−1}[q]p

,

Zs2 = t
∂

∂t
− Ūi

∂

∂Ūi
− 2P̄

∂

∂P̄
− n · Hi{n}

∂

∂Hi{n}
− (n + 1) · Ii{n−1}[q]p

∂

∂Ii{n−1}[q]p

,

Zrx3 = x1
∂

∂x2
− x2

∂

∂x1
+ Ū1

∂

∂Ū2
− Ū2

∂

∂Ū1

+
n−1∑
b=0

(δi(b),2Hi{n}[i(b) �→1] − δi(b),1Hi{n}[i(b) �→2])
∂

∂Hi{n}

+
n−1∑

b=0,b�=q

(δi(b),2Ii{n−1}[q]p[ib �→1] − δi(b),1Ii{n−1}[q]p[ib �→2])
∂

∂Ii{n−1}[q]p

,

Zrx1 = x2
∂

∂x3
− x3

∂

∂x2
+ Ū2

∂

∂Ū3
− Ū3

∂

∂Ū2

+
n−1∑
b=0

(δi(b),3Hi{n}[i(b) �→2] − δi(b),2Hi{n}[i(b) �→3])
∂

∂Hi{n}

+
n−1∑

b=0,b�=q

(δi(b),3Ii{n−1}[q]p[i(b) �→2] − δi(b),2Ii{n−1}[q]p[i(b) �→3])
∂

∂Ii{n−1}[q]p

,
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Zrx2 = x3
∂

∂x1
− x1

∂

∂x3
+ Ū3

∂

∂Ū1
− Ū1

∂

∂Ū3

+
n−1∑
b=0

(δi(b),1Hi{n}[i(b) �→3] − δi(b),3Hi{n}[i(b) �→1])
∂

∂Hi{n}

+
n−1∑

b=0,b�=q

(δi(b),1Ii{n−1}[q]p[i(b) �→3] − δi(b),3Ii{n−1}[q]p[i(b) �→1])
∂

∂Ii{n−1}[q]p

,

Zgα = fα(t)
∂

∂xα
+ f ′

α(t)
∂

∂Ūα
− xαf ′′

α(t)
∂

∂P̄
+ f ′

α(t)
n−1∑
b=0

δi(b),1Hi{n−1}[b]∅
∂

∂Hi{n}

+


−xαf ′′

α(t)Hi{n−1}[q]∅ +
n−1∑

c=0,c �=q

δi(c)1f
′
α(t)Ii{n−2}[q]p[c]∅


 ∂

∂Ii{n−1}[q]p

,

Zp = f4(t)
∂

∂P̄
+ f4(t)Hi{n−1}[q]∅

∂

∂Ii{n−1}[q]p

. (3.3)

3.2.2. Statistical symmetries

Additionally, to (3.3) we have to consider the statistical symmetries

ZsH = Ūi
∂

∂Ūi
+ P̄

∂

∂P̄
+ Hi{n}

∂

∂Hi{n}
+ Ii{n−1}[q]

∂

∂Ii{n−1}[q]p

, (3.4)

ZI,i{n−1},q = fI,i{n−1}[q](t)
∂

∂Ii{n−1} [q]p

, (3.5)

which are directly taken from [11]. The summation over all possible indices in formula (3.4)
is equivalent to the transferred symmetries (3.3). Every arbitrary choice of the indices i{n},
n ≥ 1, and any q (0 ≤ q ≤ n) in the symmetry (3.5), yields an independent symmetry.

Further the set of symmetries in [11] has to be extended employing commutator theory
and Lie algebra, so that two more sets of symmetries

ZH,i{n},q = gi{n},q(t)
∂

∂Hi{n}
− xi(q)g

′
i{n},q(t)

∂

∂Ii{n−1}[q]p

, (3.6)

ZI2,i{m},a,r,β = −xβhi{m},a,r,β(t)
∂

∂Ii{m}[↓a]p

+




xk(r)
hi{m},a,r,β(t) ∂

∂I
î
β
{m}[r]p

r < a

xk(r)
hi{m},a,r,β(t) ∂

∂I
î
β
{m}[r+1]p

r ≥ a
,

(3.7)

are invoked, where 0 ≤ q ≤ n−1, 0 ≤ a ≤ m, 0 ≤ r ≤ m, b ∈ {1, 2, 3}, îβ{m+1} = i{m}[↓ a : β]

and two arbitrary but smooth functions g(t) and h(t). Here îβ{m+1} = i{m}[↓ a : β] means
that between the position a − 1 and a of the sequence i{m} one element (β) is inserted.
Furthermore the definition

Ii{m}[↓a]p = Ui(0)(x(0)) · . . . · Ui(a−1)
(x(a−1))P (x(b))Ui(a)

(x(a)) · . . . · Ui(m−1)
(x(m−1))
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holds. As before any choice of the sequences i{n} and i{m} and the constants leads to a
different symmetry.

For the sake of completeness we will finally give the infinite dimensional symmetry
admitted by all linear differential equations, i.e.

Z∞ = V̄i
∂

∂Ūi
+ Q̄

∂

∂P̄
+ Fi{n}

∂

∂Hi{n}
+ Gi{n}

∂

∂Ii{n}
. (3.8)

Here the infinitesimals V̄i, Q̄, Fi{n} and Gi{n} refer to any solution of the original sys-
tem (2.18)–(2.20) with the variables respectively associated to Ūi, P̄ , Hi{n} and Ii{n} . This
symmetry in fact implies the superposition principle of linear differential equations and, as
usual, it will not be invoked for the Lie algebra to follow in the next chapter. This completes
the presently known set of symmetries of the MPC equations.

4. Lie Algebra

The key motivation for obtaining all Lie symmetries of the MPC equations is the desire
to obtain a deeper understanding of statistical turbulence quantities based on turbulent
scaling laws. For this it would be rather worthwhile to have a complete set of symmetries
which, however, is difficult to obtain directly using Lie’s algorithm since the MPC equation
constitutes an infinite dimensional set of equations.

A first step in this direction is the calculation of the Lie algebra of the presently known
symmetries in [11]. The ratio behind this is that if any commutator

[Zi, Zj] = ZiZj − ZjZi (4.1)

of any two symmetries in operator form, which again is a first order operator, is not a linear
combination of the set of all symmetries, there must exist an additional symmetry (see [2]).
By this way new symmetries are generated and a Lie algebra may be computed.

Still, completeness of all symmetries of the MPC equation is not necessarily proven with
this even if we show the symmetries form an algebra. The reason is we cannot ensure that
we generated the largest algebra possible and not only a sub-algebra.

4.1. The derivation of new statistical symmetries

In [11] the symmetries

Zold,i{n} =
∂

∂Hi{n}
(4.2)

have been observed which do not lead to a Lie algebra with the other symmetries therein.
In detail we have to consider the commutator between Zg1 and ZsH

[
Zold,i{n} , XG1

]
= f ′

1(t)
n∑

b=0

∑
j{n+1}

δj(b),1δj{n}[b],i{n}
∂

∂Hj{n+1}

−x1f
′′
1 (t)

n∑
q=0

∑
j{n}[q]p

δj{n}[q],i{n}
∂

∂Ij{n}[q]p

, (4.3)
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which cannot be expressed as a linear combination of the symmetries in [11]. A Kronecker
delta between two sequences i{n} and j{n} means that elements at the same position i(k)

and j(k), 0 ≤ k ≤ n − 1, are equal.
Hence, the symmetry (3.6) can be inferred by (4.3) and it is straightforward to show

that (4.3) is indeed a linear combination of (2.18). Further if gi{n},q(t) in (3.6) is a constant
only Zold,i{n} remains. This means that ZH,i{n},q is an extension of Zold,i{n} and for the
subsequent calculations Zold,i{n} may not be considered any further.

Even this extended set of symmetries does not form a Lie algebra. Considering the
commutator

[Zg1, ZH,k{m},r] = − δk(r),1Z̃I,k{m−1}[r] −
m∑

a=0

∑
i{m+1}[a]p

δi(b),1δi{m}[a]∅,k{m}Z̃H,i{m+1},a

−x1f
′
1(t)g

′(t)
m∑

q=0

∂

∂Ik{m}[↓q]p

+ xk(r)
f ′
1(t)g

′(t)
∑

i{m}[r+1]p

∑
c<r+1

δi(c),1δi{m−1}[r+1,c],k{m−1}[r]
∂

∂Ii{m}[r+1]p

+ xk(r)
f ′
1(t)g

′(t)
∑

i{m}[r+1]p

∑
c>r

δi(c),1δi{m−1} [r,c],k{m−1}[r]
∂

∂Ii{m}[r]p

, (4.4)

we observe that the last three lines cannot be expressed in terms of the previous symmetries,
so that we again get a new symmetry. The last part of (4.4) implies the symmetry (3.7)
and it may be directly proven that this is indeed a linear combination of (2.18).

With this our calculation of new symmetries is complete and in the following section we
will prove this employing Lie algebra methods.

4.2. Complete algebra of all symmetries

4.2.1. Sub-algebra of the classical symmetries

Since the symmetries (3.3) originally stem from the Euler equations, we may naturally
expect that the classical symmetries generate a sub-algebra, which can be verified in Table 1.
Note that a tilde over any of the symmetries simply denotes that the arbitrary function of
this symmetry has changed its form but does not refer to a new symmetry.

4.2.2. Sub-algebra of the statistical symmetries

Further, also the statistical symmetries (3.4)–(3.5) form a sub-algebra as may be taken
from Table 2. Note, that here an abbreviatory notation has been introduced since ZH,i{n}[q]
refers to an infinite number of symmetries since the tensor order n in principle varies from
1 to ∞. This has been taken into account and pairs of two different translation symmetries
from H and I have been commutated against each other, leaving only zeros for the related
structure constants (see [2]).
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Table 1. Commutator table of the classical symmetries.

Zt Zs1 Zs2 Zrx3 Zrx1 Zrx2 Zg1 Zg2 Zg3 Zp

Zt 0 0 Zt 0 0 0 Z̃g1
a Z̃g2

b Z̃g3
c Z̃p

d

Zs1 0 0 0 0 0 0 −Zg1 −Zg2 −Zg3 −2Zp

Zs2 −Zt 0 0 0 0 0 Z̃g1
e Z̃g2

f Z̃g3
g −Z̃p

h

Zrx3 0 0 0 0 −Zrx2 Zrx1 −Z̃g2
i Z̃g1

j 0 0

Zrx1 0 0 0 Zrx2 0 −Zrx3 0 −Z̃g3
k Z̃g2

l 0

Zrx2 0 0 0 −Zrx1 Zrx3 0 Z̃g3
m 0 −Z̃g1

n 0

Zg1 −Z̃g1
a Zg1 −Z̃g1

e Z̃g2
i 0 −Z̃g3

m 0 0 0 0

Zg2 −Z̃g2
b Zg2 −Z̃g2

f −Z̃g1
j Z̃g3

k 0 0 0 0 0

Zg3 −Z̃g3
c Zg3 −Z̃g3

g 0 −Z̃g2
l Z̃g1

n 0 0 0 0

Zp −Z̃p
d 2Zp Z̃p

h 0 0 0 0 0 0 0

awith f̃1(t) = f ′
1(t) fwith f̃2(t) = tf ′

2(t)
kwith f̃3(t) = f2(t)

bwith f̃2(t) = f ′
2(t) gwith f̃3(t) = tf ′

3(t)
lwith f̃2(t) = f3(t)

cwith f̃3(t) = f ′
3(t)

hwith f̃4(t) = tf ′
4(t) + 2f4(t) mwith f̃3(t) = f1(t)

dwith f̃4(t) = f ′
4(t) iwith f̃2(t) = f1(t)

nwith f̃1(t) = f3(t)
ewith f̃1(t) = tf ′

1(t)
jwith f̃1(t) = f2(t)

Table 2. Commutator table of the statistical symmetries.

ZsH ZH,i{n},q ZH,j{m},r ZI,i{n−1},q ZI,j{m−1},r ZI2,i{m},a,r,β

ZsH 0 −ZH,i{n},q −ZH,j{m} , r −ZI,i{n−1},q −ZI,j{m−1},r −ZI2,i{m},a,r,β

ZH,i{n},q ZH,i{n},q 0 0 0 0 0

ZH,j{m},r ZH,j{m},r 0 0 0 0 0

ZI,i{n−1},q ZI,i{n−1},q 0 0 0 0 0

ZI,j{m−1},r ZI,j{m−1},r 0 0 0 0 0

ZI2,i{m},a,r,β ZI2,i{m},a,r,β 0 0 0 0 0

4.2.3. Commutator table for combinations of the classical and the statistical
symmetries

The most interesting part is the commutation of both sets of symmetries. In Table 3 we
omitted one half of it for brevity because it is always skew-symmetric.

Since some of the commutators are rather complicated, we introduce the symbol L(X)
or L(Y,Z) referring to the fact that they may be expressed as a linear combination of the
generators of X or Y and Z. The complete linear expressions in Table 3 are given by

L1,α,β(ZH) =
n−1∑

b=0,b�=q

∑
j{n−1}

(δj(b),βδj{n}[i(b) �→α],i{n} − δj(b),αδj{n}[i(b) �→β],i{n})ZH,j{n},q

+ δi(q),αZ
H,̃̃i{n},q

− δi(q),βZH,̃i{n},q

with

˜̃i{n} = i{n}[i(q) �→ β], ĩ{n} = i{n}[i(q) �→ α]
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Table 3. Commutator table of the combinations between both sets.

ZsH ZH,i{n},q ZI,i{n−1},q ZI2,i{m},a,r,β

Zt 0 Z̃H,i{n}
a Z̃I,i{n−1},q

b Z̃I2,i{m},a,r,β
h

Zs1 0 −nZH,i{n} −(n + 1)ZI,i{n−1},q −(m + 1)ZI2,i{m},a,r,β

Zs2 0 Z̃H,i{n}
c (n + 1)ZI,i{n−1},q

d Z̃I2,i{m},a,r,β
i

Zrx3 0 L1,2,1(ZH) L2,1,2(ZI) L6,1,2(ZI , ZI2)
Zrx1 0 L1,3,2(ZH) L2,2,3(ZI) L6,2,3(ZI , ZI2)
Zrx2 0 L1,1,3(ZH) L2,3,1(ZI) L6,3,1(ZI , ZI2)

Zg1 Z̃H,i{1}[i(0)→1],0
e L3,1(ZI , ZH , ZI2) L4,1(ZI) L7,1(ZI , ZI2)

Zg2 Z̃H,i{1}[i(0)→2],0
f L3,2(ZI , ZH , ZI2) L4,2(ZI) L7,2(ZI , ZI2)

Zg3 Z̃H,i{1}[i(0)→3],0
g L3,3(ZI , ZH , ZI2) L4,3(ZI) L7,3(ZI , ZI2)

Zp Z̃I,{i0},0 L5(ZI) 0 0

awith g̃i{n},q(t) = g′i{n},q(t)
fwith gi{n},q(t) = f ′

2(t)
bwith f̃I,i{n−1},q(t) = f ′

I,i{n−1},q(t)
gwith gi{n},q(t) = f ′

3(t)
cwith g̃i{n},q(t) = tg′i{n},q(t) + ngi{n},q(t)

hwith h̃i{m},a,r,β(t) = h′
i{m},a,r,β(t)

dwith f̃I,i{n−1},q(t) = tf ′
I,i{n−1},q(t)

iwith h̃i{m},a,r,β(t) = (m + 2)hi{m},a,r,β(t)

+nfI,i{n−1},q(t) + th′
i{m},a,r,β(t)

ewith gi{n},q(t) = f ′
1(t)

L2,α,β(ZI) = −
∑

j{n−1}[q]

n−1∑
b=0,b�=q

(δj(b),βδj{n−1}[q][j(b) �→α],i{n−1}[q]

− δj(b),αδj{n−1}[q][j(b) �→β],i{n−1}[q])ZI,j{n−1},q

L3,α(ZI ,ZH ,ZI2)= −δi(q),αZ̃I,i{n−1}[q] −
n∑

a=0

∑
j{n+1}

δj(a),αδj{n}[a],i{n}Z̃H,j{n+1},a

+
n∑

a=0

ZI2,i{n},a,q,β

with

f̃I(t) = fα(t)g′i{m},a,r,β(t),

g̃(t) = f ′
α(t)gi{m},a,r,β(t), h̃(t) = f ′

α(t)g′i{m} ,a,r,β(t)

L4,α(ZI) =
∑
c<q

∑
j{n}[q+1]

δj(c),αδj{n−1}[q+1,c],i{n−1}[q]Z̃I,j{n}[q+1]

+
∑
c>q

∑
j{n}[q]

δj(c),αδj{n−1}[q,c],i{n−1}[q]Z̃I,j{n}[q]

with

f̃I,j{n}[q](t) = f̃I,j{n}[q+1](t) = −fI,i{n−1}[q](t)f
′
1(t)

L5(ZI) =
n∑

r=0

Z̃I,i{n}[↓r] with f̃I(t) = −f4(t)gi{n}[q](t)
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L6,α,γ(ZI2) = δk(r),γZ
I2,

˜̃
k{m},a,r,β

− δk(r),αZI2,k̃{m},a,r,β + δβ,γZI2,k{m},a,r,1

− δβ,αZI2,k{m},a,r,2 +
∑

b<a,
n

a>r:b�=r
a≤r:b�=r+1

(δk(b),γZI2,k̂1
{m},a,r,β − δk(b),αZI2,k̂2

{m},a,r,β)

+
∑

b>a,
n

a>r:b�=r
a≤r:b�=r+1

(δk(b−1) ,γZ
I2,

ˆ̂
k1
{m},a,r,β

− δk(b−1),αZ
I2,

ˆ̂
k2
{m},a,r,β

)

with

k̃{m} = k{m}[k(r) �→ γ], ˜̃k{m} = k{m}[k(r) �→ α], k̂2
{m} = k{m}[k(b) �→ γ],

k̂1
{m} = k{m}[k(b) �→ α], ˆ̂k2

{m} = k{m}[k(b−1) �→ γ], ˆ̂k1
{m} = k{m}[k(b−1) �→ α].

The expression L7 depends on the relation between a and r, so that we consider two cases.
If a ≤ r we gain

La≤r
7,β (ZI , ZI2) = −δγ,βZ̃I,k{m}[↓a] + δγ,k(a)

∑
j{m}[r+1]

δj(a)βδj{m−1}[r+1,a],k{m−1}[r]Z̃I,j{m}[r+1]

+
∑
c≤a

Z̃I2,k̂c
{m+1},a+1,r+1,β +

∑
a<c<r+2

Z̃I2,k̃c
{m+1},a,r+1,β +

∑
c>r+1

Z̃I2,k̃c
{m+1},a,r,β

with

k̂c
{m+1} = km[↓ c : γ], k̃c

{m+1} = km[↓ c − 1 : γ],

h̃(t) = f ′
γ(t)hi{m},a,r,β(t), f̃I,k{m}[a](t) = f̃I,j{m}[r](t) = fγ(t)hi{m},a,r,β(t),

where the summation index c only appears in the formulation of the sequences k̃ and k̂.
The latter case is a > r

La>r
7,γ (ZI , ZI2) = −δγ,βZ̃I,k{m}[↓a] + δγ,k(a)

∑
j{m}[r]

δj(a)βδj{m−1}[r,a],k{m−1}[r]Z̃I,j{m}[r]

+
∑
c>a

Z̃I2,k̃c
{m+1},a,r,β +

∑
r<c<a+1

Z̃I2,k̂c
{m+1},a+1,r,β +

∑
c<r+1

Z̃I2,k̂c
{m+1},a+1,r+1,β

with

k̂c
{m+1} = k{m}[↓ c : γ], k̃c

{m+1} = k{m}[↓ c − 1 : γ],

h̃(t) = f ′
γ(t)hi{m},a,r,β(t), f̃I,k{m}[a](t) = f̃I,j{m}[r](t) = fγ(t)hi{m},a,r,β(t).

5. Conclusion

In extending the results in [11] we have presently shown that the symmetries of the MPC
equations form a algebra with sub-algebras for symmetries stemming from classical mechan-
ics and the statistical symmetries. With this approach there is no potential to extend the
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symmetries any further. Hence, in order to show completeness of all symmetries of the
MPC equations other techniques have to be employed such as Lie’s algorithm though the
computations may be cumbersome for this infinite dimensional system.

AR is deeply indebted to Veronika Rosteck for the intense and fruitful discussions during
the development of the results. MO acknowledges funding from the Deutsche Forschungs-
gemeinschaft under grant number OB 96/19-1.
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