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Abstract—This research aims to build a system for the 

classification of papaya maturity level using Learning Vector 

Quantization. The classification process is done by the colour 

feature extraction value. Forty-five images consist of 30 images 

for training data and 15 images for test data were used. The 

images were divided into 3 classes: rip, mature and raw. The 

parameters for classification are mean, skewness, and kurtosis. 

Test results 1 obtained an accuracy of 60% consisting of 9 true 

images and 6 incorrect images with hidden layer 5 and learning 

rate 0,1. Test results 2 obtained an accuracy of 66,67% 

consisting of 10 true images and 5 incorrect images with hidden 

layer 10 and learning rate 0,5. Test image data are 15 papaya 

images consisting of 5 mature images, 5 imperfect images, and 5 

raw images. 

Keywords: Classification of maturity, Papaya California, 

Learning Vector Quantization 

I. INTRODUCTION 

Papaya is one of tropical fruit that has high economic 
value, a potential source of income, and an important role in 
food security (availability). As an all years round fruit, 
papaya production in Indonesia for the last three years tend to 
be stable around 906305 tons (2012), 909818 tons (2013), 
and 840112 tons (2014). Papaya fruit can be consumed in a 
fresh or other processed forms such as candies and pickles. 

Postharvest agriculture includes two things: process 
technology and machine tool technology. One of the 
postharvest problems in papaya fruit produced at a large scale 
or industrial is in the sorting of papaya fruit. During this 
stage, farmers identify the maturity level of papaya fruit 
using a visual skin colour analysis of human eyes. This 

identification process has several disadvantages such as 
differences in perception, time-consuming, labouredly, and it 
is subjective. 

There is a necessity for a method that can guarantee the 
maturity level of papaya. Nowadays, research on image 
processing technique becomes a trend, especially for the 
determination of good quality fruit condition, weight and 
size. 

In previous research, the introduction of the maturity level 
of Rabo papaya fruit using colour image processing (RGB) 
with K-means clustering was done with 30 pieces of images. 
The results obtained from the study were 60% identified as 
half matured, 90% identified as nearly mature, and 100% 
recognizable mature [1]. Papaya's research was based on 
image analysis using thresholding and morphology method 
and classification based on volume and weight of papaya with 
90% accuracy [2]. 

Papaya maturity classification was studied on (Carica 
papaya l) California (callina-ipb 9) in HSV colour space and 
k-nearest neighbours algorithm using data of 31 images 
consist of 19 reference images and 12 test images. The level 
of accuracy obtained was 75% for the neighbouring K 3. 
Testing with K neighbouring 5 received an accuracy of 
83.34% [3]. 

Another research identified the degree of ageing and 
maturity of papaya (Carica papaya l.) Ipb 1 by processing 
digital images and artificial neural networks using RGB 
colour features, HSI, and GLCM features of energy, contrast, 
and homogeneity as inputs. These features were used as a 
reference in determining the age and fruit maturity. The 
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results obtained were 97.8% for papaya maturity and 100% 
for papaya ageing [4]. Afterwards, for storage it is optimized 
using the genetic algorithm [5]. 

Furthermore, the analysis of colour content level 
analysis for the determination of maturity level on the 
image of papaya callina fruit used 300 images with the 
composition of each 100 images for raw, mature, and fully 
ripe. Based on the research it can be concluded that the 
content of the colour values of the data obtained is 
following the actual conditions when using the eye as a 
sensor determining the fruit maturity level [6]. 

Research that has used digital image processing has also 
been carried out such as for determining the maturity of 
tomato [7], cherry dan strawbery [8], persimon [9], banana 
[10], durian [11], and papaya [12]. 

This research implements the image processing in the 
classification of papaya fruit maturity based on RGB colour 
feature which will then be processed in learning with 
Learning Vector Quantization (LVQ). 

The data are taken from California papayas from the 
California papaya plantation in Cilegon city (Pasir Angin, 
Cikerai, Cibeber). 

II. RESEARCH METHOD 

The method performed to classify the level of papaya 
California maturity are shown in Figure 1. 

 

 
Fig. 1. Block Diagram 

A. Image Acquisition 

The image acquisition stage is performed to take papaya 
image inside the box. The box is designed in such a way as to 
get a good and clear picture. Design of the trial box can be 
seen in Figure 2. 

  

Fig. 2. Trial box design 

The trial box is illuminated on right, left and top. The inner 
side of the box is arranged in such a way that the background 
image becomes white. The box can be seen in Figure 3. 

 

Fig. 3. Trial box 

B. Image Normalization 

In this step, the image size is changed to smaller and 
uniform. Resizing this image is intended to reduce the 
computer workload so computation time is faster. The 
original image size is 3008 x 2000 pixels. It is then 
normalized to 445 x 315 pixels. 

C. Binary process 

The binary process aimed to recognize the object and 
background or to separate between objects with the 
background. In this process, the background colour became 
black or 0. It makes objects recognizable without interference 
from the background. 

D. Feature extraction 

The extraction of colour features in papaya consists of 
mean, skewness and kurtosis. Mean is the average pixel value 
(Pij) on each channel R, G and B. 

𝜇 =
1

𝑀𝑁
∑𝑀
𝑖=1 ∑ 𝑃𝑖𝑗𝑁

𝑗=1               (1) 

M and N are the length and width value of the pixels in the 
image respectively. Skewness and kurtosis are average pixel 
value (Pij) minus the mean (μ) while incrementing n on each 
channel. Skewness is the degree of asymmetry of the 
distribution. If skewness = 0 then it said to be symmetrical. 
Kurtosis is the degree of tilting of distribution (usually 
measured relative to a normal distribution). In this research, 
the intended distribution is colour. By calculation, skewness is 
the third moment on a mean and kurtosis is the fourth moment 
on a mean. 

Therefore, on the formula above, n has a value of 3 for 
kurtosis and has a value of 4 for skewness. A histogram is an 
effective graphical technique to show skewness and kurtosis 
of a dataset. 

E. Design of Learning Vector Quantization 

LVQ is a supervised method of pattern classification. 
Input vectors will be grouped in the same class. LVQ 
network is indeed similar to the network that has been 
developed by Kohonen in 1982. 

This training stage is a step for a network to practice, 
that is by changing the values. The new problem solving 
will be done when the training process is completed. That 
step is phase mapping or testing process. The process steps 
in this research are described as follows: 

a. Determine training data, test data and target data as 

input on the neural network process. 
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b. Before building the network, the normalization process 

to organize and unify image data is conducted first. 

c. Set the training parameters in the form of colour 

features. Then, the training process is run afterwards. 

d. Obtain the output of several variables from the training 

process such as initial and final weights as well as the 

bias layers. 

e. Conduct testing of the data that participated in training. 

Hence, error data is obtained as a material 

consideration of success. 

f. Further testing will be performed on data that do not 

participate in the training process. 

 
This research creates the image database used as 

training and testing data. It then proceeds with the 
classification process using LVQ. The results obtained are 
from the classification of data testing based on training data 
that are known to each class. The scheme is shown in the 
block diagram in Figure 4. 

 

Fig. 4. Diagram Block 

III. RESULT AND DISCUSSION 

A. Input Image 

The images are obtained from the process of collecting 
data of papaya images from Rapid Farm (Pasir Angin, Cikerai, 
Cibeber, Cilegon. The image data consist of papaya images of 
15 ripe, 15 mature, and 15 raw images. Then the images are 
divided into 30 images of papaya as training data which 
consists of papaya in ripe, mature, and raw condition. There 
are 15 images of papaya as test data. Example of papaya image 
shown in Figure 5. 

 

Fig. 5. Image of Papaya 

B. Preprocessing Result 

Among preprocessing step is the resizing to modify pixel 
size. The input image with a size of 3008 x 2000 pixels is 
converted to 455 x 315 pixels. Next, the image segmentation 
process to separate the background with the object is 
conducted. This process performed several steps. First, it 
separates the image into 3-colour layers (red, green, blue). 

Then, it is sharpening the contrast using Contrast Limited 
Adaptive Histogram Equalization (CLAHE) on each colour 
layer. To see the results of contrast sharpening, the 3 colour 
layers are recombined. 

 

Fig. 6. Preprocessing Result; (a) Real or Input image, (b) Image of 

Edgesharp Results 

From Figure 6, it can be seen that the initial image has 
undergone contrast sharpening. It is important to separate the 
background with the image to be segmented. Furthermore, 
the contrast-sharpened image is then converted to a binary 
image with the threshold proposed on each colour layer (Red, 
Green, Blue). 

Subsequently, im2bw converts grayscale image into a 
binary image with a threshold. The result of this process is 
that each layer will produce an image with a white 
background (in binary value 1). Then, the image will be 
segmented, so the background should have a value of 0. To 
do that, the image is inverted. 

After that, the three-layer images are combined with the 
OR operator. The result has small areas that are not covered. 
In this case, a small area that is not needed can be eliminated 
by filling the hollow area. Then, an area of less than 40 pixels 
is removed. 

The last step, the image of the above process is changed 
by replacing the area (Figure 7) with the value 1 to have the 
colour intensity as the original image. Then, the three layers 
are combined.  

 

Fig. 7. Image of Segmentation Results 

C. LVQ (Learning Vector Quantization) Training 

LVQ is used to classify the maturity level of papaya. LVQ 
training is done on test data 2. It can be seen in Figure 8. 

 

Fig. 8. Neural Network View 

Figure 8. shows the neural network view of the image 
data of papaya. The input data used consists of 3 classes, 
with the hidden layer of 10 layers. The output is obtained in 
the form of three classes of maturity of papaya, namely ripe, 
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raw, and mature. Neural networks are trained using a setting 
of epoch 100 iterations and 10 layers of hidden layer. The 
result is shown in Figure 9. 

 

Fig. 9. Graph of Training Performance 

Figure 9 is a graph of performance that shows MSE 
changes to the number of iterations during the training 
process. On the chart, it can be seen that the value of MSE 
that has been set as one of the stopping factors of training 
has been reached. 

Figure 9 shows the increasing epoch, as the greater the 
value of MSE. MSE value decreases with the number of 
epoch (iteration). So that it is farther away from the true and 
best value of MSE. The best performance is obtained at 
epoch 0 with MSE value of 0.44444. The result is too small 
than expected, so it needs to improve the set so that results 
obtained are better and increasing or close to MSE value 
that has been set. Therefore, the performance of training 
gets better. 

D. Training data 

Before getting the results of the training, it takes several 
steps in the process of making neural network structures. 
Setting the weighting of Training should be arranged in 
advance using the LVQ algorithm. The input image used in 
this research is 45 images of papaya. Then, image data are 
divided into 30 data for training input and 15 data for test input. 
In training, data has been determined as image class following 
the image code. The feature extraction used is mean, standard 
deviation, skewness, and kurtosis is shown in Table 1. 

TABLE I.  TRAINING DATA 

N
o
 

C
o

d
e 

Feature Extraction 

M
e
a

n
 

S
ta

n
d

a
r
d

 

D
e
v

ia
ti

o
n

 

S
k

e
w

n
e
ss

 

K
u

r
to

si
s 

1 Ripe-1 80,5451 92,5470 0,3042 1,1321 

2 Ripe-2 70,6358 96,9975 0,6623 1,4622 

3 Ripe-3 67,1787 76,0347 0,3529 1,3073 

4 Ripe-4 97,2826 97,2952 0,0355 1,0536 

5 Ripe-5 73,2099 78,1274 0,2336 1,2278 

6 Ripe-6 71,2453 90,3770 0,5057 1,2884 

7 Ripe-7 72,7759 75,4101 0,1822 1,2252 

8 Ripe-8 73,0062 77,2674 0,2221 1,2437 

9 Ripe-9 75,4928 78,4214 0,1839 1,2247 

10 Ripe-10 64,1205 71,2119 0,3666 1,4055 

11 Mature-1 67,5552 91,3138 0,6412 1,4572 

12 Mature-2 66,6462 89,9242 0,6337 1,4443 

13 Mature-3 79,7435 84,6862 0,1495 1,0675 

14 Mature-4 57,7061 88,6066 0,9207 1,8807 

15 Mature-5 59,3997 61,1172 0,2367 1,3732 

16 Mature-6 80,4965 80,2469 0,0487 1,0949 

17 Mature-7 80,0324 91,1106 0,2843 1,1178 

18 Mature-8 66,9132 61,9627 0,0517 1,3614 

19 Mature-9 59,8948 62,0814 0,3311 1,5498 

20 Mature-10 41,1690 65,1080 1,0040 2,0579 

21 Raw-1 53,5294 65,7510 0,6859 1,9087 

22 Raw-2 37,8196 41,9980 0,6844 2,3117 

23 Raw-3 35,4592 46,2353 0,9773 2,7825 

24 Raw-4 41,4719 44,2046 0,5681 2,0926 

25 Raw-5 38,6188 45,2375 0,7352 2,3260 

26 Raw-6 36,5108 46,2901 0,9629 2,8038 

27 Raw-7 47,2687 55,9050 0,6354 1,8778 

28 Raw-8 43,4947 44,4078 0,4845 2,0691 

29 Raw-9 41,2707 43,3293 0,5691 2,1030 

30 Raw-10 30,1581 42,7331 1,0774 2,7640 

 

E. Test Result 

The data tested are 15 images consisting of ripe, mature 
and raw with 5 images of each class. Test data can be seen in 
Table 2. 

TABLE II.  TEST RESULT 
N

o
 

C
o

d
e 

Feature Extraction 

M
e
a

n
 

S
ta

n
d

a
r
d

 

D
e
v

ia
ti

o
n

 

S
k

e
w

n
e
ss

 

K
u

r
to

si
s 

1 Ripe-11 80,9938 83,7693 0,1559 1,1647 

2 Ripe-12 60,3412 81,9560 0,6616 1,4731 

3 Ripe-13 84,1366 94,0755 0,2442 1,0855 

4 Ripe-14 44,2013 82,4035 1,3591 2,8810 

5 Ripe-15 69,5205 82,8705 0,4299 1,3098 

6 Mature-11 71,9834 78,4918 0,1993 1,0760 

7 Mature-12 43,5889 55,7706 0,7305 1,9139 

8 Mature-13 63,6639 63,5537 0,2209 1,4062 

9 Mature-14 69,4014 79,8378 0,3297 1,1842 

10 Mature-15 47,7732 59,9030 0,7330 2,0185 

11 Raw-11 52,0892 50,0338 0,2939 1,6529 

12 Raw-12 37,6704 55,5404 1,1878 2,9626 

13 Raw-13 37,2839 53,2268 1,1686 3,0301 

14 Raw-14 34,4835 45,6978 0,9692 2,7144 

15 Raw-15 42,9629 44,8699 0,5508 2,0633 

 

F. Testing 1 

Testing 1 (Table 3) changes the value of the learning rate 

from 0.1 to 0.5, but the hidden layer is not changed: hidden 

layer 5 and epoch 100. 

TABLE III.  TESTING 1 

N
o
 

H
id

d
e
n

 

L
a
y

er
 

L
ea

r
n

in
g

 

R
a

te
 

E
p

o
c
h

 Ripe Mature Raw 

A
c
c
u

ra
cy

 

(%
) 

T F T F T F 

1 5 0.1 100 3 2 1 4 5 0 60 

2 5 0.2 100 0 5 5 0 0 5 33,33 

3 5 0.3 100 5 0 0 5 1 4 40 

4 5 0.4 100 0 5 5 0 0 5 33,33 

5 5 0.5 100 0 5 5 0 0 5 33,33 

T= True; F= False 

From test 1-1 to 1-5, the highest accuracy is found in test 

1-1 with learning rate 0.1 and an accuracy of 60%. 
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G. Testing 2 

Test 2 is the same as test 1, that is using learning rate from 

0.1 to 0.5. But there is a difference in the hidden layer. Test 1 

uses 5 hidden layers, while test 2 uses 10 hidden layers. The 

number of an epoch is 100 and test data is 15 images. 

TABLE IV.  TESTING 2 

N
o
 

H
id

d
e
n

 

L
a
y

er
 

L
ea

r
n

in
g

 

R
a

te
 

E
p

o
c
h

 Ripe Mature Raw 

A
c
c
u

ra
cy

 

(%
) 

T F T F T F 

1 10 0.1 100 3 2 1 4 4 1 53,33 

2 10 0.2 100 3 2 2 3 4 1 60 

3 10 0.3 100 3 2 1 4 5 0 60 

4 10 0.4 100 2 3 0 5 5 0 46,67 

5 10 0.5 100 4 1 1 4 5 0 66,67 

T= True; F= False 

 

From table 4 it can be seen that mature class is classified 

in ripe and raw class. This suggests that mature class is harder 

to classify than the ripe and raw class. Based on testing 1 and 

2 with different learning rate values, it can be concluded that 

test 2-5 obtained the highest accuracy of 66.67%. Hence, that 

can be used as a setting in making design classification of 

fruit maturity. 

 

IV. CONCLUSION 

Classification of fruit maturity level has been done using 
Learning Vector Quantization. The parameters are mean, 
skewness, and kurtosis. Mean is average pixel value, 
skewness is a degree of asymmetry of colour distribution, and 
Kurtosis is degree of tone colour distribution in the image. 
Test results 1 obtained an accuracy of 60% consisting of 9 true 
images and 6 incorrect images with hidden layer 5 and 
learning rate 0,1. Test results 2 obtained an accuracy of 
66,67% consisting of 10 true images and 5 incorrect images 
with hidden layer 10 and learning rate 0,5. Test image data are 
15 papaya imagery consisting of 5 mature imagery, 5 
imperfect images, and 5 raw images. The method could be 
further developed for characteristic extraction processes on a 
better image to reduce the error rate and improve system 
accuracy. 
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