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#### Abstract

Three estimates were obtained in estimating the regression curve, namely estimation of parametric regression, nonparametric regression and semiparametric regression. The most popular nonparametric regression option is smoothing spline. The advantage of smoothing spline is that it can use variable data at certain sub intervals, so this model needs to find its own data estimation. Smoothing Spline allows characters to function smoothly. In everyday life, data patterns are often found to change at certain sub-intervals, one of which is poverty data in Papua Province. Papua Province is ranked first in the percentage of poor people in Indonesia. The best nonparametric Smoothing Spline regression model for the poverty model in Papua Province with a generalized cross validation (GCV) value of 92.77 and $\mathrm{R}^{2}=99.99 \%$.


Keywords: Smoothing Spline, Poverty in Papua Province.

## 1. INTRODUCTION

Nonparametric regression has high flexibility in estimating the regression curve. In the nonparametric regression view, the data are expected to find the estimation of the regression curve by themselves, without being influenced by the subjective factors of the study design [1]. Estimation methods that received a lot of attention and popular from several nonparametric regression researchers one of which is the Spline estimator. Spline has statistical properties that are useful for analyzing relationships in regression. Spline function has high flexibility and is able to handle data whose behavior changes in certain subintervals [2]. Spline is one form of estimator that is also often used in nonparametric regression because it has good visual interpretation, is flexible, and is able to handle smooth character functions [3-4]. The strength of Spline is that it can describe changes in behavior patterns of functions at certain sub intervals. Spline estimator approach is known by several methods such as Truncated Spline, Smoothing Spline, BSpline, Exponential Spline and others. Among those methods that will be used to estimate the regression function is Smoothing Spline. Smoothing Spline estimates nonparametric regression functions that are assumed to be smooth in the sense that the function is
contained within a particular function space and is often assumed to be in the sobolev space.

Smoothing Spline was first introduced by Whitaker in 1923 as a data pattern approach. Spline based on an optimization problem was developed by Reinsch in 1967 [5]. The Smoothing Spline estimator is obtained from a penalized least square (PLS) optimization [6]. Gurrin models Smoothing Spline in the case of biostatistics, in that case it is said that Smoothing Spline has a statistical interpretation and visual interpretation is very special and very good [7]. Besides that Smoothing Spline is able to handle data characters/functions that are smooth. Smoothing Spline also has a very good ability to handle data whose behavior changes at certain sub-intervals [8].

In everyday life data are often found to change at certain sub-intervals, one of which is poverty data. Poverty is a condition where a person or group of people cannot meet their economic needs to achieve prosperity and prosperity. Poverty is multidimensional in nature, which means that humans have many needs and vary so that poverty has various aspects, namely primary aspects consisting of assets, socio-political organizations, knowledge and skills [9]. Poverty Eradication is the goal of Sustainable development goals. One of the countries
that has a problem with the percentage of poverty is Indonesia. Indonesia is a developing country with a very large population, with the fourth largest population in the world. There is a very close relationship between high unemployment, widespread poverty, education and uneven distribution of income. The level of open unemployment shows just the visible aspects of the employment problem in a developing country that is like the tip of an iceberg. If they do not work the consequence is that they cannot meet their needs properly, conditions like this have an impact on the creation and swelling of the amount of poverty [10]. Human development is the goal of development itself. Human development plays a role in shaping a country's ability to absorb modern technology and to develop its capacity to create sustainable growth and development [11].

Growth and poverty have a very strong correlation, because in the initial stages of the development process the poverty level tends to increase and as it approaches the final stage of development the number of poor people gradually decreases [12]. Research on increasing elementary school, junior high school, high school and university participation rates and economic growth has a negative and significant effect on poverty, meaning that increasing economic growth will reduce poverty. Likewise regarding education has a negative and significant effect on poverty, meaning that the higher the level of education will reduce poverty [13].

The unemployment rate has a significant effect on poverty levels, the government needs to improve the quality of human resources through improving the degree of public health and increasing access to education to remote areas [14]. In Rusdarti (2013) there is a table ranking the percentage of poor people by province in Indonesia, in that table, Papua Province was ranked first [15]. Research on macro mapping poverty. In this research based on the value of the poverty depth index because the depth index is a measure of the average expenditure gap of each poor population, in the study there was a ranking of the Poverty Depth Index in Indonesia, Papua Province was the highest depth index [16]. Papua Province is a province that has the highest poverty rate in Indonesia. So poverty programs and more attention from the government are still very much needed in Papua Province in overcoming the problems of poverty. Based on this, in this researches the percentage of poverty in Papua Province will be applied using the Smoothing Spline estimator in nonparametric regression.

## 2. RESULT AND DISCUSSION

The results and discussion will discuss the smoothing spline estimator in nonparametric regression and application of poverty data in Papua province. Which will be explained in subsection 2.1 and 2.2.

### 2.1. Smoothing Spline Estimator in Nonparametric Regression

The data provided is in pairs $\left(x_{1 i}, x_{2 i}, \ldots, x_{p i}, y_{i}\right)$ which is assumed that the predictor variables were $\left(x_{1 i}, x_{2 i}, \ldots, x_{p i}\right)$ and the respon variables $y_{i}$ the relationship between the two variables follows nonparametric regression multivariable model:

$$
y_{i}=f\left(x_{1 i}, x_{2 i}, \ldots, x_{p i}\right)+\varepsilon_{i}, i=1,2, \ldots, n .
$$

Assume the multivariable nonparametric regression model is additive, so the regression model is obtained as follows:

$$
y_{i}=\sum_{j=1}^{p} g_{j}\left(x_{j i}\right)+\varepsilon_{i}, i=1,2, \ldots, n .
$$

Component regression curve $g_{j}\left(x_{i j}\right)$ is assumed to be in Sobolev space $W_{2}^{m}\left[a_{j}, b_{j}\right], g_{j} \in W_{2}^{m}\left[a_{j}, b_{j}\right], \mathrm{j}=1,2, \ldots, \mathrm{p}$ with:

$$
W_{2}^{m}\left[a_{j}, b_{j}\right]=\left\{\int_{a_{j}}^{b_{j}}\left(g_{j}^{(m)}\left(x_{j i}\right)\right)^{2} d x_{j i}<\infty\right\}[17] .
$$

Component regression curve $\underset{\sim}{g}$ involves one predictor, then $\underset{\sim}{g}$ it can be written as follows: $\underset{\sim}{g}=\left(\underset{\sim}{g_{1}^{T}}, \underset{\sim}{g}{\underset{\sim}{2}}_{T}, \ldots,{\underset{\sim}{n}}_{n}^{T}\right)^{T}$. It will first be explained for one predictor as follows: The component of a regression curve is a regression curve of unknown shape and assumed to be smooth in the sense of contained in space $W=W_{2}^{m}\left[a_{i}, b_{j}\right]$. Then H space can be decomposed into direct sum of two perpendicular $W_{0}$ and $W_{1}$ spaces, namely: $W=W_{0} \oplus W_{1}$, with $W_{0} \perp W_{1}$.

If the basis on $W_{0}$ space is $\left\{\theta_{j 1}, \theta_{j 2}, \ldots, \theta_{j m}\right\}$ where $m$ is the polynomial spline order and the base on $W_{1}$ space is $\left\{\psi_{j 1}, \psi_{j 2}, \ldots, \psi_{j n}\right\}$ where $n$ ad where n is the number of observations, then for each function $u_{j} \in W_{0}$ it can be written as follows:

$$
u_{j}=c_{j 1} \theta_{j 1}+c_{j 2} \theta_{j 2}+\ldots+c_{j m} \theta_{j m}=\sum_{k=1}^{m} c_{j k} \theta_{j k}=\theta_{j}^{\prime} c_{j},
$$

while for each function $v_{j} \in W_{1}$ as follows:

$$
\begin{aligned}
v_{j}= & \varsigma_{j 1} \psi_{j 1}+\varsigma_{j 2} \psi_{j 2}+\ldots+\varsigma_{j n} \psi_{j n}=\left(d_{1} \tau_{j}\right) \psi_{j 1}+ \\
& +\left(d_{2} \tau_{j}\right) \psi_{j 2}+\ldots+\left(d_{n} \tau_{j}\right) \psi_{j n} \\
= & \sum_{i=1}^{n}\left(d_{i} \tau_{j}\right) \psi_{j i}=\tau_{j} \psi_{\sim}^{\prime} \underset{\sim}{d}
\end{aligned}
$$

where $c_{j}$ and $d_{j}$ a constant. So for each function $g_{j} \in W$ can be described as follows:

$$
\begin{align*}
g_{j} & =u_{j}+v_{j}=\sum_{k=1}^{m} c_{j k} \theta_{j k}+\sum_{i=1}^{n}\left(d_{i} \tau_{j}\right) \psi_{j i} \\
& ={\underset{\sim}{\theta}}_{j}^{\prime} c_{\sim j}+\tau_{j} \underset{\sim}{\psi_{j}^{\prime}} \underset{\sim}{d}, j=1,2, \ldots, \mathrm{p} \tag{1}
\end{align*}
$$

where
$\theta_{j}=\left\{\theta_{j 1}, \theta_{j 2}, \ldots, \theta_{j n}\right\}^{\prime}, \psi_{\sim}^{j}=\left\{\psi_{j 1}, \psi_{j 2}, \ldots, \psi_{j n}\right\}^{\prime}$
$\underset{\sim}{c}=\left\{c_{j 1}, c_{j 2}, \ldots, c_{j m}\right\}^{\prime}$ and $\underset{\sim}{d}=\left(d_{1}, d_{2}, \ldots, d_{n}\right)^{\prime}$.
Based on Riesz's Representation Theorem (Wahba, 1990) by describing $L_{x}$ as linear functional is limited to space $W$ and $g_{j} \in W$ then the equation can be presented as follows::

$$
\begin{aligned}
\mathrm{L}_{x} g_{j} & =\mathrm{L}_{x}\left(u_{j}+v_{j}\right)=\mathrm{L}_{x} u_{j}+\mathrm{L}_{x} v_{j}=u_{j}\left(x_{j i}\right)+v_{j}\left(x_{j i}\right) \\
& =g_{j}\left(x_{j i}\right)
\end{aligned}
$$

$\mathrm{L}_{x}$ is a linear functional limited to space W , so a single value is obtained $\eta_{i} \in W$ which is a representation of $\mathrm{L}_{x}$ and satisfy the equation:

$$
\begin{align*}
\mathrm{L}_{x} g_{j} & =\left\langle\eta_{j i}, g_{j}\right\rangle  \tag{2}\\
& =g_{j}\left(x_{j i}\right), g_{j} \in W
\end{align*}
$$

with $\langle.,$.$\rangle is inner product. Based on the nature of the$ inner product, equation (2) can be written as:

$$
\begin{align*}
g_{j}\left(x_{i}\right) & =\left\langle\eta_{j i}, g_{j}\right\rangle=\left\langle\eta_{j i}, \underset{\sim}{\theta_{j}^{\prime}} \underset{\sim}{c}+\tau_{j}^{\tau} \underset{\sim}{\psi_{j}^{\prime}} \underset{\sim}{d}\right\rangle \\
& =\left\langle\eta_{j i},{\underset{\sim}{j}}_{j}^{{\underset{\sim}{c}}_{j}}\right\rangle+\left\langle\eta_{j i}, \tau_{j} \underset{\sim}{\boldsymbol{\psi}_{j}^{\prime}} \underset{\sim}{d}\right\rangle \tag{3}
\end{align*}
$$

Based on equation (3) for $\mathrm{i}=1$, it can be stated as follows:

$$
\begin{aligned}
& g_{j}\left(x_{j 1}\right)=\left\langle\eta_{j i}, \underset{\sim}{\theta} \underset{\sim}{\prime} c_{j}\right\rangle+\left\langle\eta_{j i}, \tau_{j} \underset{\sim}{\psi_{j}^{\prime}} \underset{\sim}{d}\right\rangle \\
& =\left\langle\eta_{j 1},\left(\begin{array}{llll}
\theta_{j 1} & \theta_{j 2} & \cdots & \theta_{j m}
\end{array}\right)\left(\begin{array}{c}
c_{j 1} \\
c_{j 2} \\
\vdots \\
c_{j m}
\end{array}\right)\right\rangle+ \\
& +\left\langle\eta_{j 1},\left(\begin{array}{llll}
\tau_{j} \psi_{j 1} & \tau_{j} \psi_{j 2} & \cdots & \tau_{j} \psi_{j n}
\end{array}\right)\left(\begin{array}{c}
d_{1} \\
d_{2} \\
\vdots \\
d_{n}
\end{array}\right)\right\rangle \\
& =c_{j 1}\left\langle\eta_{j 1}, \theta_{j 1}\right\rangle+c_{j 2}\left\langle\eta_{j 1}, \theta_{j 2}\right\rangle+\ldots+c_{j m}\left\langle\eta_{j 1}, \theta_{j m}\right\rangle+ \\
& d_{1} \tau_{j}\left\langle\eta_{j 1}, \psi_{j 1}\right\rangle+d_{2} \tau_{j}\left\langle\eta_{j 1}, \psi_{j 2}\right\rangle+\ldots+d_{2} \tau_{j}\left\langle\eta_{j 1}, \psi_{j n}\right\rangle
\end{aligned}
$$

$$
\begin{align*}
g_{j}\left(x_{j n}\right)= & c_{j 1}\left\langle\eta_{j n}, \theta_{j 1}\right\rangle+c_{j 2}\left\langle\eta_{j n}, \theta_{j 2}\right\rangle+\ldots+ \\
& +c_{j m}\left\langle\eta_{j n}, \theta_{j m}\right\rangle+d_{1} \tau_{j}\left\langle\eta_{j n}, \psi_{j 1}\right\rangle+  \tag{4}\\
& +d_{2} \tau_{j}\left\langle\eta_{j n}, \psi_{j 2}\right\rangle+\ldots+d_{2} \tau_{j}\left\langle\eta_{j n}, \psi_{j n}\right\rangle
\end{align*}
$$

Based on equation (4) vectors $g_{j}\left(x_{j}\right)$ can be expressed in the form of:

$$
\begin{align*}
& {\underset{\sim}{j}}_{j}\left(x_{j}\right)=\left(\begin{array}{c}
\underset{\underset{j}{g}}{j}\left(x_{j 1}\right) \\
\underset{j}{j}\left(x_{j 2}\right) \\
\vdots \\
{\underset{\sim}{j}}_{j}\left(x_{j n}\right)
\end{array}\right) \\
& =\left(\begin{array}{cccc}
\left\langle\eta_{j 1}, \theta_{j 1}\right\rangle & \left\langle\eta_{j 1}, \theta_{j 2}\right\rangle & \cdots & \left\langle\eta_{j 1}, \theta_{j m}\right\rangle \\
\left\langle\eta_{j 2}, \theta_{j 1}\right\rangle & \left\langle\eta_{j 2}, \theta_{j 2}\right\rangle & \cdots & \left\langle\eta_{j 2}, \theta_{j m}\right\rangle \\
\vdots & \vdots & \ddots & \vdots \\
\left\langle\eta_{j n}, \theta_{j 1}\right\rangle & \left\langle\eta_{j n}, \theta_{j 2}\right\rangle & \cdots & \left\langle\eta_{j n}, \theta_{j m}\right\rangle
\end{array}\right)\left(\begin{array}{c}
c_{j 1} \\
c_{j 2} \\
\vdots \\
c_{j m}
\end{array}\right)+ \\
& \left(\begin{array}{cccc}
\tau_{j}\left\langle\eta_{j 1}, \psi_{j 1}\right\rangle & \tau_{j}\left\langle\eta_{j 1}, \psi_{j 2}\right\rangle & \ldots & \tau_{j}\left\langle\eta_{j 1}, \psi_{j n}\right\rangle \\
\tau_{j}\left\langle\eta_{j 2}, \psi_{j 1}\right\rangle & \tau_{j}\left\langle\eta_{j 2}, \psi_{j 2}\right\rangle & \ldots & \tau_{j}\left\langle\eta_{j 2}, \psi_{j n}\right\rangle \\
\vdots & \vdots & \ddots & \vdots \\
\tau_{j}\left\langle\eta_{j n}, \psi_{j 1}\right\rangle & \tau_{j}\left\langle\eta_{j n}, \psi_{j 2}\right\rangle & \ldots & \tau_{j}\left\langle\eta_{j n}, \psi_{j n}\right\rangle
\end{array}\right)\left(\begin{array}{c}
d_{1} \\
d_{2} \\
\vdots \\
d_{n}
\end{array}\right) \\
& \underset{\sim}{g}{ }_{j}=\mathbf{U}_{j} c_{\sim}+\tau_{j} \mathbf{V}_{j} \underset{\sim}{d} \tag{5}
\end{align*}
$$

with:

$$
\begin{aligned}
& \mathbf{U}_{j}=\left(\begin{array}{cccc}
\left\langle\eta_{j 1}, \theta_{j 1}\right\rangle & \left\langle\eta_{j 1}, \theta_{j 2}\right\rangle & \cdots & \left\langle\eta_{j 1}, \theta_{j m}\right\rangle \\
\left\langle\eta_{j 2}, \theta_{j 1}\right\rangle & \left\langle\eta_{j 2}, \theta_{j 2}\right\rangle & \ldots & \left\langle\eta_{j 2}, \theta_{j m}\right\rangle \\
\vdots & \vdots & \ddots & \vdots \\
\left\langle\eta_{j n}, \theta_{j 1}\right\rangle & \left\langle\eta_{j n}, \theta_{j 2}\right\rangle & \ldots & \left\langle\eta_{j n}, \theta_{j m}\right\rangle
\end{array}\right), c_{j}=\left(\begin{array}{c}
c_{j 1} \\
c_{j 2} \\
\vdots \\
c_{j m}
\end{array}\right) \\
& \mathbf{V}_{j}=\left(\begin{array}{cccc}
\tau_{j}\left\langle\eta_{j 1}, \psi_{j 1}\right\rangle & \tau_{j}\left\langle\eta_{j 1}, \psi_{j 2}\right\rangle & \ldots & \tau_{j}\left\langle\eta_{j 1}, \psi_{j n}\right\rangle \\
\tau_{j}\left\langle\eta_{j 2}, \psi_{j 1}\right\rangle & \tau_{j}\left\langle\eta_{j 2}, \psi_{j 2}\right\rangle & \ldots & \tau_{j}\left\langle\eta_{j 2}, \psi_{j n}\right\rangle \\
\vdots & \vdots & \ddots & \vdots \\
\tau_{j}\left\langle\eta_{j n}, \psi_{j 1}\right\rangle & \tau_{j}\left\langle\eta_{j n}, \psi_{j 2}\right\rangle & \ldots & \tau_{j}\left\langle\eta_{j n}, \psi_{j n}\right\rangle
\end{array}\right), \underset{\sim}{d}=\left(\begin{array}{c}
d_{1} \\
d_{2} \\
\vdots \\
d_{n}
\end{array}\right)
\end{aligned}
$$

If we taken $W=W_{2}^{m}\left[a_{j}, b_{j}\right], j=1,2, \ldots, p$ then:

$$
\begin{aligned}
\left\langle\eta_{j i}, \theta_{j k}\right\rangle & =\mathrm{L}_{x j} \theta_{j k} \\
& =\frac{x_{j i}^{k-1}}{(k-1)!}, i=1,2, \ldots, n ; k=1,2, \ldots, m
\end{aligned}
$$

Because,

$$
\left.\begin{array}{rl}
\left\langle\eta_{j i}, \psi_{j i}\right\rangle & =\left\langle\theta_{j k}+\psi_{j i}, \psi_{j i}\right\rangle \\
& =\left\langle\theta_{j k}+\psi_{j t}\right\rangle+\left\langle\psi_{j i}, \psi_{j t}\right\rangle \\
\left\langle\eta_{j i}, \psi_{j i}\right\rangle & =\left\langle\psi_{j i}, \psi_{j t}\right\rangle
\end{array}\right\}
$$

If the process is continued in the same way, then for $\mathrm{i}=\mathrm{n}$ obtained:

$$
\mathbf{V}_{j}=\left(\begin{array}{cccc}
\left\langle\psi_{j 1}, \psi_{j 1}\right\rangle & \left\langle\psi_{j 1}, \psi_{j 2}\right\rangle & \cdots & \left\langle\psi_{j 1}, \psi_{j n}\right\rangle \\
\left\langle\psi_{j 2}, \psi_{j 1}\right\rangle & \left\langle\psi_{j 2}, \psi_{j 2}\right\rangle & \cdots & \left\langle\psi_{j 2}, \psi_{j n}\right\rangle \\
\vdots & \vdots & \ddots & \vdots \\
\left\langle\psi_{j n}, \psi_{j 1}\right\rangle & \left\langle\psi_{j n}, \psi_{j 2}\right\rangle & \cdots & \left\langle\psi_{j n}, \psi_{j n}\right\rangle
\end{array}\right)
$$

so the spline estimator form can be stated in the following form:

$$
\begin{align*}
\underset{\sim}{g}\left(x_{1}, x_{2}, \ldots, x_{p}\right) & =\sum_{j=1}^{p} g_{j}\left(x_{j}\right) \\
& =\sum_{j=1}^{p}\left(\mathbf{U}_{j \sim}^{c} c_{j}+\tau_{j} \mathbf{V}_{j} d \underset{\sim}{d}\right) \\
& =\mathbf{U} \underset{\sim}{c}+\mathbf{V}_{\tau} \underset{\sim}{d} \tag{6}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathbf{U}=\left(\begin{array}{llll}
\mathbf{U}_{1} & \mathbf{U}_{1} & \ldots & \mathbf{U}_{p}
\end{array}\right), \underset{\sim}{c}=\left(\begin{array}{llll}
{\underset{\sim}{1}}^{c} & \underset{\sim}{c} & \ldots & {\underset{\sim}{c}}_{p}^{c}
\end{array}\right)^{\prime} \\
& \mathbf{V}_{\tau}=\left(\begin{array}{llll}
\tau_{1} \mathbf{V}_{1} & \tau_{2} \mathbf{V}_{2} & \ldots & \tau_{p} \mathbf{V}_{p}
\end{array}\right), \underset{\sim}{d}=\left(\begin{array}{llll}
{\underset{\sim}{c}}_{1} & {\underset{\sim}{2}}_{2}^{d} & \ldots & \underset{\sim}{d}
\end{array}\right)^{\prime} .
\end{aligned}
$$

Furthermore, the description of the penalty components $\sum_{j=1}^{p} \lambda_{j} \int_{a_{j}}^{b_{j}}\left[g_{j}^{(m)}\left(x_{j}\right)\right]^{2} d x_{j}$ obtained by the decomposition as follows:

$$
\begin{aligned}
\sum_{j=1}^{p} \lambda_{j} \int_{a_{j}}^{b_{j}}\left[g_{j}^{(m)}\left(x_{j}\right)\right]^{2} d x_{j} & =\sum_{j=1}^{p} \frac{\lambda}{\tau_{j}} \int_{a_{j}}^{b_{j}}\left[g_{j}^{(m)}\left(x_{j}\right)\right]^{2} d x_{j} \\
& =\lambda \sum_{j=1}^{p} \tau_{j}^{-1} \int_{a_{j}}^{b_{j}}\left[g_{j}^{(m)}\left(x_{j}\right)\right]^{2} d x_{j}
\end{aligned}
$$

where $\int_{a_{j}}^{b_{j}}\left[g_{j}^{(m)}\left(x_{j}\right)\right]^{2} d x_{j}=\left\|P_{1} g_{j}\right\|^{2}$, then $\lambda \sum_{j=1}^{p} \tau_{j}^{-1} \int_{a_{j}}^{b_{j}}\left[g_{j}^{(m)}\left(x_{j}\right)\right]^{2} d x_{j}=\lambda \sum_{j=1}^{p}\left\|P_{1} g_{j}\right\|^{2}$.
Next,

$$
\begin{aligned}
\left\|P_{1} g_{j}\right\|^{2} & =\left\langle P_{1} g_{j}, P_{1} g_{j}\right\rangle=\left\langle P_{1}\left(\underset{\sim}{j}{\underset{\sim}{j}}_{\prime}^{c}+\tau_{j} \psi_{\sim}^{\prime} \psi_{\sim}^{\prime} \underset{\sim}{d}\right), P_{1}\left(\underset{\sim}{\left(\theta_{j}^{\prime} c_{j}\right.}+\tau_{j} \psi_{\sim}^{\prime} \psi_{j}^{\prime} \underset{\sim}{d}\right)\right\rangle \\
& =d_{\sim}^{\prime}\left(\begin{array}{cccc}
\left(\tau_{j} \psi_{j 1}\right),\left(\tau_{j} \psi_{j 1}\right) & \left(\tau_{j} \psi_{j 1}\right),\left(\tau_{j} \psi_{j 2}\right) & \cdots & \left(\tau_{j} \psi_{j 1}\right),\left(\tau_{j} \psi_{j n}\right) \\
\left(\tau_{j} \psi_{j 2}\right),\left(\tau_{j} \psi_{j 1}\right) & \left(\tau_{j} \psi_{j 2}\right),\left(\tau_{j} \psi_{j 2}\right) & \cdots & \left(\tau_{j} \psi_{j 2}\right),\left(\tau_{j} \psi_{j n}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\left(\tau_{j} \psi_{j n}\right),\left(\tau_{j} \psi_{j 1}\right) & \left(\tau_{j} \psi_{j n}\right),\left(\tau_{j} \psi_{j 2}\right) & \cdots & \left(\tau_{j} \psi_{j n}\right),\left(\tau_{j} \psi_{j n}\right)
\end{array}\right)
\end{aligned}
$$

$$
\begin{equation*}
={\underset{\sim}{d}}^{\prime} \tau_{j} \mathbf{V}_{j} \underset{\sim}{d} \tag{7}
\end{equation*}
$$

So that the quantity of components is obtained by substituting equation (7) into the penalty component, it can be obtained:

$$
\begin{align*}
\sum_{j=1}^{p} \lambda_{j} \int_{a_{j}}^{b_{j}}\left[g_{j}^{(m)}\left(x_{j i}\right)\right]^{2} d x_{j i} & =\lambda \sum_{j=1}^{p}\left\|P_{1} g_{j}\right\|^{2} \\
& =\lambda \sum_{j=1}^{p}{\underset{\sim}{d}}^{\prime} \tau_{j} \mathbf{V}_{j} \underset{\sim}{d} \\
& =\lambda \underset{\sim}{d} \mathbf{V}_{\underline{\tau}} \underset{\sim}{d} \tag{8}
\end{align*}
$$

where $\lambda_{j}=\frac{\lambda}{\tau_{j}}, j=1,2, \ldots, p$,
${\underset{\sim}{d}}^{\prime}=\left(\begin{array}{llll}d_{1} & d_{2} & \ldots & d_{n}\end{array}\right)$ and
$\mathbf{V}_{\underline{\tau}}=\tau_{1} \mathbf{V}_{1}+\tau_{2} \mathbf{V}_{2}+\ldots+\tau_{p} \mathbf{V}_{p}$
The component Goodness of fit is:

$$
\begin{equation*}
n^{-1}(\underset{\sim}{y}-\underset{\sim}{g})^{\prime}(\underset{\sim}{y}-\underset{\sim}{g})=n^{-1}(\underset{\sim}{y}-\underset{\sim}{\mathbf{U}}-\mathbf{V} \underset{\sim}{d})^{\prime}(\underset{\sim}{y}-\mathbf{U} \underset{\sim}{c}-\mathbf{V} \underset{\sim}{d}) \tag{9}
\end{equation*}
$$

After getting the goodness of fit component in equation (9) and the penalty component in equation (8), then complete the optimization of Penalized Least Squares (PLS) as follows:

$$
\begin{equation*}
-\underset{\sim}{y}+\underset{\sim}{\mathbf{U}} \underset{\sim}{c}+\left[\mathbf{V}_{\tau}+n \lambda \mathbf{I}\right] \underset{\sim}{d}=0 \tag{11}
\end{equation*}
$$

For example $M=\mathbf{V}_{\tau}+n \lambda \mathbf{I}$, so equation (11) becomes:

$$
\begin{gather*}
\underset{\sim}{\hat{d}}=\mathbf{M}^{-1}\left(\underset{\sim}{y}-\mathbf{U}_{\sim}^{c}\right)  \tag{12}\\
\frac{\partial \square(\underset{\sim}{c}, \underset{\sim}{d})}{\partial \underset{\sim}{c}}=-2 \mathbf{U}^{\prime} \underset{\sim}{y}+2 \mathbf{U}^{\prime} \mathbf{U}_{\sim}^{c}+2 \mathbf{U}^{\prime} \mathbf{V}_{\underset{\sim}{ }}^{\underset{\sim}{d}}=0 \tag{13}
\end{gather*}
$$

Substitution equation (12) to equation (13), so we get:

$$
\begin{equation*}
-2 \mathbf{U}^{\prime} \underset{\sim}{y}+2 \mathbf{U}^{\prime} \mathbf{U} \underset{\sim}{\hat{c}}+2 \mathbf{U}^{\prime} \mathbf{V}_{\tau} \mathbf{M}^{-1}(\underset{\sim}{y}-\mathbf{U} \underset{\sim}{c})=0 \tag{14}
\end{equation*}
$$

Given, $M=\mathbf{V}_{\tau}+n \lambda \mathbf{I}$, then $\mathbf{V}_{\tau}=\mathbf{M}-n \lambda \mathbf{I}$. As a result, the following equation is obtained:

$$
\begin{align*}
\mathbf{V}_{\underline{Z}} \mathbf{M}^{-1}= & (\mathbf{M}-n \lambda \mathbf{I}) \mathbf{M}^{-1} \\
& =\left(\mathbf{I}-n \lambda \mathbf{M}^{-1}\right) \tag{15}
\end{align*}
$$

By substituting equation (15) for equation (14) then solving it is obtained:

$$
\begin{equation*}
\underset{\sim}{\hat{c}}=\left(\mathbf{U}^{\prime} \mathbf{M}^{-1} \mathbf{U}\right)^{-1} \mathbf{U}^{\prime} \mathbf{M}^{-1} \underset{\sim}{y} \tag{16}
\end{equation*}
$$

then substitute equation (16) for equation (12), so that:
$\underset{\sim}{\hat{d}}=\mathbf{M}^{-1}\left(\mathbf{I}-\mathbf{U}\left(\mathbf{U}^{\prime} \mathbf{M}^{-1} \mathbf{U}\right)^{-1} \mathbf{U}^{\prime} \mathbf{M}^{-1}\right) \underset{\sim}{y}$
Thus, the Smoothing Spline model becomes:

$$
\begin{align*}
\hat{g}= & \mathbf{U} \hat{\underset{c}{\hat{+}}}+\mathbf{V}_{\tau} \underset{\sim}{d} \\
= & {\left[\mathbf{U}\left(\mathbf{U}^{\prime} \mathbf{M}^{-1} \mathbf{U}\right)^{-1} \mathbf{U}^{\prime} \mathbf{M}^{-1}+\right.}  \tag{18}\\
& \left.\mathbf{V}_{\tau} \mathbf{M}^{-1}\left(\mathbf{I}-\mathbf{U}\left(\mathbf{U}^{\prime} \mathbf{M}^{-1} \mathbf{U}\right)^{-1} \mathbf{U}^{\prime} \mathbf{M}^{-1}\right)\right] \underset{\sim}{y}
\end{align*}
$$

$$
\begin{align*}
& =\operatorname{Min}_{g_{j} \in W_{2}^{n}\left[a_{j}, b_{j}\right]}\{\square(\underset{\sim}{c}, \underset{\sim}{d})\}  \tag{10}\\
& \frac{\square \partial(\underset{\sim}{c}, \underset{\sim}{d})}{\partial \underset{\sim}{d}}=-2 \mathbf{V}_{\underline{\tau}}^{\prime} \underset{\sim}{y}+2 \mathbf{V}_{\underline{\tau}}^{\prime} \mathbf{U}_{\sim}^{c}+2 \mathbf{V}_{\underset{\tau}{\prime}}^{\prime} \mathbf{V}_{\tau} \underset{\sim}{\underset{\sim}{d}}+2 n \lambda \mathbf{V}_{\underset{\tau}{\prime}}^{\prime} \underset{\sim}{\hat{d}}=0
\end{align*}
$$

### 2.2. Application Data Poverty in Papua Province use Smoothing Spline Estimator in Nonparametric Regression

In the section smoothing spline estimator in the nonparametric regression using poverty data in Papua Province. The variables of interests were taken from the 2019 poverty data. Namely data on poverty in the province of Papua The response variable is the percentage of Poverty (y) while successive predictor variables Open Unemployment Rate ( $\mathrm{x}_{1}$ ), Labor Force Participation Rate ( $\mathrm{x}_{2}$ ), Human Development Index ( $\mathrm{x}_{3}$ ), and income per capita ( $\mathrm{x}_{4}$ ).


Figure 1 Scatterplot between the response variable with each predictor variable

Figure 1 shows that the data tend to change on a particular subinterval such as pattern smoothing spline. Fitting the poverty data using the smoothing spline regression model yield a GCV of 92.77, MSE is 0.001 and $R^{2}=99.99 \%$. The smoothing parameters obtained respectively for $x_{1}=1.0 ; x_{2}=0.2 ; x_{3}=0.1 ; x_{4}=0.4$. The $R^{2}$ value indicates that this model can explain poverty as much as $99,99 \%$.
TABLE 1. $y$ and $\hat{y}$

| No | $y$ | $\hat{y}$ | No | $y$ | $\hat{y}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10.35 | 10.35089 | 16 | 14.41 | 14.41147 |
| 2 | 38.33 | 38.32784 | 17 | 16.83 | 16.82931 |
| 3 | 13.13 | 13.13149 | 18 | 30.95 | 30.94896 |
| 4 | 24.81 | 24.80922 | 19 | 38.79 | 38.78915 |
| 5 | 27.13 | 27.12984 | 20 | 29.13 | 29.1321 |
| 6 | 25.5 | 25.4999 | 21 | 38.24 | 37.1104 |
| 7 | 37.16 | 37.15978 | 22 | 39.52 | 39.51892 |
| 8 | 35.71 | 35.71093 | 23 | 36.93 | 36.93024 |
| 9 | 14.54 | 14.54035 | 24 | 34.52 | 34.52023 |
| 10 | 19.66 | 19.66033 | 25 | 38.24 | 38.24026 |
| 11 | 25.5 | 25.49976 | 26 | 31.12 | 31.11967 |
| 12 | 26.6 | 26.60023 | 27 | 42.92 | 42.91941 |
| 13 | 38.82 | 38.81876 | 28 | 43.65 | 43.64971 |
| 14 | 30.51 | 30.51094 | 29 | 11.49 | 11.49082 |
| 15 | 32.9 | 32.89949 |  |  |  |



Figure 2 Line plot between the $y$ with $\hat{y}$
Table 1 and Figure 2 shows that the smoothing spline regression model is good because the estimated value of $y$ and $\hat{y}$ is relatively small. Which means that the estimation $\hat{y}$ results are close to $y$. Table 1 and Figure 2, the fitted values are closed to the observations. This indicates that the model can predict well. Figures 2, so that the estimation formula in equation (18) can be used appropriately to estimate the data poverty in Papua Province.

## 3. CONSCLUSION

Smoothing Spline Estimator in nonparametric regression is as follows:

$$
\begin{aligned}
\hat{g}= & {\left[\mathbf{U}\left(\mathbf{U}^{\prime} \mathbf{M}^{-1} \mathbf{U}\right)^{-1} \mathbf{U}^{\prime} \mathbf{M}^{-1}+\right.} \\
& \left.\mathbf{V}_{\tau} \mathbf{M}^{-1}\left(\mathbf{I}-\mathbf{U}\left(\mathbf{U}^{\prime} \mathbf{M}^{-1} \mathbf{U}\right)^{-1} \mathbf{U}^{\prime} \mathbf{M}^{-1}\right)\right] \underset{\sim}{y}
\end{aligned}
$$

with
$\mathbf{U}=\left(\begin{array}{llll}\mathbf{U}_{1} & \mathbf{U}_{1} & \ldots & \mathbf{U}_{p}\end{array}\right), \quad \mathbf{V}_{\tau}=\left(\begin{array}{llll}\tau_{1} \mathbf{V}_{1} & \tau_{2} \mathbf{V}_{2} & \ldots & \tau_{p} \mathbf{V}_{p}\end{array}\right)$
and $M=\mathbf{V}_{\tau}+n \lambda \mathbf{I}$. In the application of poverty data in the Province of Papua, the smoothing spline regression model has a GCV of 92.77 , MSE be obtained 0.001 and $R^{2}=99.99 \%$. This means that this model can explain poverty as much as $99.99 \%$.
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