
Exploitation of Nasolabial Folds for Happy Smile 

Recognition on an Image Using ANN 

Sri Andayani1,* Nur H. Waryanto2 Bambang S. H. Marwoto2 Monica M. 

Hapsari2 

1,2 Mathematics Study Program, Universitas Negeri Yogyakarta 

*Corresponding author. Email: andayani@uny.ac.id 

ABSTRACT 
Nasolabial folds are the wrinkle around the mouth that can be used to mark facial expressions. In this study, 

nasolabial folds were used to identify happy smile expressions on facial images. The recognition consists of 2 

main stages. The first stage for facial area detection is carried out using the viola-jones algorithm, then the second 

stage for identification of happy smile expressions is performed using artificial neural network (ANN), i.e. the 

backpropagation algorithm. The processing of feature extraction exploits the calculation of the area of the 

nasolabial folds in the segmented image. The data of feature extraction is then used as input for the process of 

training and testing of the backpropagation neural network. The accuracy rate of the system for identifying happy 

smile expressions on 150 facial images is 92% for training dataset and 82% for testing dataset. 
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1. INTRODUCTION 

Facial expression analysis deals with visual 

recognition of facial movements and changes in 

facial features. The basic components of a facial 

expression analysis system are face detection, facial 

feature extraction, facial expression recognition. A 

face detection system is in charge of determining the 

presence or absence of facial parts and retrieving 

facial areas from the detected image. While the facial 

feature extraction system performs the task of 

extracting the facial data that has been obtained 

which will then be used for the basis of the facial 

expression recognition system. 

Facial expression recognition is one of the human 

brain's ability to identify or recognize something. 

Facial expressions accounted for 55% of message 

delivery, while language and voice contributed 7% 

and 38%, respectively [1]. Facial expressions are 

important for a psychologist in treating patients 

because they contain important information related 

to emotions. Ekman [2] defines emotions as 

including sadness, anger, surprise, fear, disgust, 

contempt, and enjoyment. 

A smile is defined as a facial expression in 

expressing one's feelings, friendship, approval, and 

respect for others [3]. Smiling expression is a type of 

expression due to facial muscle contraction which is 

a form of body response due to emotional 

stimulation received by the brain [4]. Smile 

expressions have a variety of emotions such as 

happiness, disgust, insult and various other 

emotions. The expression of a happy smile is a 

positive emotion that provides reciprocity for 

someone in controlling emotions, namely that a 

smile is not only influenced by emotions but can also 

affect the emotions themselves. 

Image processing methods that are often used in 

the process of identifying facial expressions are the 

Viola-Jones method for face detection and the 

Backpropagation algorithm for facial expression 

recognition. The Viola-Jones method is a method for 

detecting faces in an image quickly by producing a 

high degree of accuracy. 

Backpropagation is a systematic method for 

neural network multiplayer training. This method 

could strike a balance between the ability of the 

network to recognize patterns during training and the 

ability of the network to respond correctly to input 

patterns that are similar to the patterns used during 

training [5]. The backpropagation method neural 

network consists of three layers, namely the input 

layer, the hidden layer, and the output report. 

The indicators that are often used in identifying 

facial expressions generally use features such as 

eyes, eyebrows, nose, or mouth [6]. One of the 

studies to determine real-time facial expressions was 

carried out using features by calculating the distance 

between features, namely two locations at the center 

of the eye, two locations at the tip of the deep 

eyebrows and two locations at the end of the mouth 

[7]. Another feature is to use the center point of the 
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eyes and the center of the mouth as a feature and 

calculate the distance between features in 

determining the pattern of happy expressions [8]. 

Another feature extraction is in the form of facial 

characteristics, which is based on the calculation of 

facial coordinates and the difference in the distance 

between one feature and another [9].  

Nasolabial folds are the wrinkle around the 

mouth that can be used to mark facial expressions. 

The expression of a happy smile of a facial image 

can be indicated by the presence of nasolabial folds 

that form around the mouth. Therefore, in contrast to 

previous studies, this study uses a new way to 

determine the expression of a happy smile by 

calculating the number of pixels with a value of 1 in 

the image around the mouth where there are 

nasolabial folds. 

2.  BASIC CONCEPTS 

2.1.  Expressions and Smiles 

Emotion is a complex pattern of change that 

includes components of physiological awakening, 

subjective feelings, cognitive processes, and 

behavioural reactions. The process of physiological 

awakening is triggered by the presence of subjective 

stimuli experienced by a person and is usually 

accompanied by behavioural reactions in the form of 

facial expressions, attitudes, or other reactions.  

2.2.  Nasolabial fold 

The nasolabial angle (NLA) is defined as the 

angle between a line drawn through the midpoint of 

the nostrils and a line drawn perpendicular to the 

Frankfurt horizontal while cutting the sub nasal. The 

90 to 120 degree random range for nasolabial angles 

is usually stated in the literature [10] Four common 

ways to measure the nasolabial angle found in the 

rhinoplasty literature used in surveys include: the 

angle between the columella and the line intersecting 

the sub nasal and superius labral; the angle between 

the columella and the tangent to the cutaneous upper 

lip; the angle between the long axis of the nostril and 

the perpendicular to Frankfort's horizontal; and the 

angle between the long axis of the nostril and the line 

that intersects the glabella and pogonion [11]. 

2.3.  Backpropagation  

Artificial Neural Networks (ANN) are 

mathematical constructs made up of a large number 

of elements called neurons, each of which can make 

simple mathematical calculations. By being 

connected in a network, together the neurons can 

handle complex problems and questions, and 

produce accurate problem solutions. A simple neural 

network consists of three layers of neurons that 

process input and produce output [12]. 

The backpropagation algorithm is commonly 

used to train neural networks. This algorithm works 

by refining the weighting of the neural network 

based on the error rate obtained in the previous 

iteration. When a neural network is initialized, 

weights are assigned to its neurons. The inputs are 

loaded, they pass through the neuron network, and 

the network provides an output for each neuron, with 

an initial weight. Backpropagation helps to adjust the 

weight of the neurons so that the results are closer to 

what is known. Precise weight adjustment ensures a 

lower error rate, making the model reliable by 

increasing its generalizability [13]. 

3.  METHOD 

The data used are 150 RGB images size 260 x 

360 pixels, which show two types of facial 

expressions, namely a happy smile expression and a 

sad/neutral expression. Data taken from Centro 

Universitario da FEI Face Database 

(https://fei.edu.br). Figure 1 shows some examples 

of the data. 

 

 

 
 

Figure 1 Some data images that show happy smile 

and sad/neutral expression. 

 

The steps used are divided into two stages, 

namely, image processing to improve image quality 

and pattern recognition stages. The 

identification/classification process uses the 
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backpropagation algorithm for training and network 

testing. Image quality is improved through contrast 

stretching, face detection, RGB to grayscale 

conversion, and resize. In the pattern recognition 

process, nasolabial folds are used as 

indicators/characteristics in determining the 

expression of a happy smile so that in the feature 

extraction process, the calculation process is carried 

out by calculating the area in the image of the 

nasolabial fold area. Feature extraction data are used 

as input data in the training process and testing of 

backpropagation neural networks. 

The training and testing output data are then 

compared with the target data to obtain a level of 

accuracy that can be calculated with the formula: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑡𝑖𝑜𝑛 =
∑ 𝑟𝑖𝑔ℎ𝑡 𝑜𝑢𝑡𝑝𝑢𝑡

∑ 𝑑𝑎𝑡𝑎
× 100% (1) 

 

4.  RESULTS AND DISCUSSION 

4.1.  Results 

Nasolabial folds formed smile line is used as the 

main feature in recognizing the image of a happy 

face. Therefore, part of the image used in feature 

extraction is around the mouth which contains all the 

strokes around the mouth. Figure 2 shows the part 

around the mouth where there is a nasolabial fold in 

the image used in the feature extraction process. 

 
 

 
Figure 2 Nasolabial folds around the mouth 

The matrix representation of the image fragments 

containing the nasolabial folds shows the values of 0 

and 1, where the number 1 represents a white dot, 

and 0 represents a black dot. A matrix that represents 

image fragments presented in the Figure 3. 

 

 

 
Figure 3 Matrix representation of nasolabial folds 

around the mouth 

Therefore, the feature extraction process is 

carried out by finding the area of the nasolabial fold 

by counting the sum of pixels that have value of 1, 

using the formula (2). 

𝑆 = ∑ 𝑋𝑟𝑐 (2) 

where 𝑋𝑟𝑐 is a matrix element that have value of 1. 

Table 1. Experimental results for optimal accuracy 

Number Hidden 

layer 
error Target  epoch (%) 

1 

1 × 10−6 

100 

50 

1 × 10−3 50 

1 × 10−1 50 

2 

1 × 10−6 

100 

92 

1 × 10−3 92 

1 × 10−1 89 

3 

1 × 10−6 

100 

92 

1 × 10−3 92 

1 × 10−1 91 

4 

1 × 10−6 

100 

91 

1 × 10−3 91 

1 × 10−1 92 
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At the training stage, the artificial neural network 

is trained to analyze the types of facial expressions. 

The training data used is the result of calculations in 

feature extraction of 100 facial images data. With 

several attempts to get the optimal training accuracy 

which can be seen in table 1, the results obtained an 

accuracy of the training process is 92%.  

Based on the test results in table 1, the best 

network architecture used is 1 unit in the input layer, 

2 layers in the hidden layer and 2 classifications at 

the output layer. Regarding the two types of output, 

i.e., sad/neutral, and happy smile expression, the 

network uses the binary sigmoid (logsig) as 

activation function in the hidden layer and the output 

layer, and the target error is 0.000001 and the 

maximum epoch is 100. 

Table 2. Several outputs of testing process 

Images 

(Happy) 

Nasolabial 

fold 

area Identificatio

n results 

 

 

2451 sad/ 

neutral 

 

 

462 sad/ 

neutral 

 

 

541 happy 

 

 

708 happy 

 

 

601 happy 

 

The testing process was carried out on 50 test 

data for happy smile expression images. The test 

results of several images of recognizable and 

unrecognizable happy smile expressions are 

described in Table 2.   

4.2.  Discussion 

Overall, the testing process provides the accuracy 

of 84%, meaning that the network was able to 

recognize 42 images as a happy smile expression 

from the 50 inputted images. From the test results, it 

can be known that the image of a happy smile 

expression that cannot be recognized by the network 

has the largest area and is 483, while the image of a 

happy smile expression that can be recognized by the 

network has the smallest area of 521 and the largest 

is 899. This means that the width of the nasolabial 

folds whose value is below 500 will provide 

incompatible results. 

There are several possible factors that influence 

the success rate of the network in recognizing images 

of happy smile expressions, including the selection 

process at the image processing stage and in the 

network architecture creation process. Selection of 

optional image processing can affect the final image 

in the calculation for the identification/classification 

process. Determination of parameters in the network 

architecture, such as the number of hidden layers, 

error and epoch or other parameters, can also affect 

the network process in recognizing the input image. 

5.  CONCLUSION 

Based on the description above, it can be 

concluded that nasolabial folds can be used as 

indicators/characteristics in determining the 

expression of a happy smile on facial images. The 

feature extraction process is carried out by 

calculating the area in the image of the nasolabial 

fold area. Feature extraction data are used as input 

data in the training process and testing of 

backpropagation neural networks. The results of the 

program provide an accuracy rate of 92% in the 

training process and in the testing process of 82%. 
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