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ABSTRACT 

In this paper, we introduce about intuitionistic anti fuzzy vector spaces with respect to t-norm and t-conorm (IAFVSTC). 

We discuss some properties of IAFVSTC. We investigate IAFVSTC together with characteristic function intuitionistic 

fuzzy sets (IFS). We obtain properties of some operation and relation between IAFVSTC, and submodule of R-module 

which the IFS is an IAFVSTC. 
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1. INTRODUCTION

The fuzzy sets first time introduced by Zadeh [1] in 

1965. Fuzzy sets is generalization of characteristic 

function, which take the value of 0 or 1. Fuzzy sets 

characterized by membership function which associate 

the elements of non empty sets by the values of [0,1]. 

Fuzzy sets was generalized become intuitionistic fuzzy 

sets (IFS) by Atanassov [2] in 1981. Intuitionistic fuzzy 

sets of a non empty sets, characterized by two functions 

named membership function and non-membership 

function. Membership function and also non-

membership function take the value of [0,1], and their 

sum is [0,1]. Some operations and relations of IFS was 

introduced. In 2000, De and Biswas [7] discussed more 

about some operations and relations of IFS. Schweizer 

and Sklar [8] have introduced triangular norm and 

triangular conorm in 1983. In 2012, Sharma [6] 

researched about intuitionistic anti fuzzy submodules of 

a module and their properties.  In 2013, Rahman and 

Saikia [4] have introduced about intuitionistic fuzzy 

submodules with respect to t-norm, and their various 

properties was investigated. In 2019, Rasuli [5] 

researching about intuitionistic fuzzy vector space with 

respect to t-norm and t-conorm, and their properties. In 

this paper, we introduce about intuitionistic anti fuzzy 

vector spaces with respect to t-norm and t-conorm 

(IAFVSTC). We discuss and investigate some properties 

of IAFVSTC. We discuss some properties of some 

operation and relation between IAFVSTC. 

2. PRELIMINARIES

In this section, we present all basic theory which used 

in next section. 

Definition 2.1. [1] Let 𝑉 be a vector space over field 

𝐹 and 𝑊 be a non empty subset of 𝑉. We shall call 𝑊 is 

a subspace of 𝑉, if the following condition is satisfied: 

(1) If 𝑢, 𝑣 ∈ 𝑉, then 𝑢 + 𝑣 ∈ 𝑉.

(2) If 𝑢 ∈ 𝑉 and 𝑎 ∈ 𝐹, then 𝑎𝑢 ∈ 𝑉.

(3) The element 0 of 𝑉 is also an element of 𝑊.

Definition 2.2.  [1] Let 𝑋 be non empty set. A fuzzy 

set 𝐴  in 𝑋  is characterized by a membership function 

𝜇𝐴(𝑥)  which associates each point in 𝑋  with a real

number in the interval [0,1]. In other words, we say the 

fuzzy sets is a set 

𝐴 = {(𝑥, 𝜇𝐴(𝑥)) ∣ 𝑥 ∈ 𝑋}

which 

𝜇𝐴: 𝑋 → [0,1].
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The value of 𝜇𝐴  at 𝑥 , i.e. 𝜇𝐴(𝑥)  representing the 

degree of membership of 𝑥 in 𝐴. 

Definition 2.3.  [2] Let 𝑋  be non empty set. An 

intuitionistic fuzzy set (IFS) 𝐴  in 𝑋  is defined as an 

object of the following form 

𝐴 = {(𝑥, 𝜇𝐴(𝑥), 𝜈𝐴(𝑥)) ∣ 𝑥 ∈ 𝑋} 

which 𝜇𝐴(𝑥) and 𝜈𝐴(𝑥) respectively is two functions 

defined by 

𝜇𝐴: 𝑋 → [0,1] 

and 

𝜈𝐴: 𝑋 → [0,1], 

which 

0 ≤ 𝜇𝐴(𝑥) + 𝜈𝐴(𝑥) ≤ 1 

for every 𝑥 ∈ 𝑋. The functions 𝜇𝐴(𝑥) and 𝜈𝐴(𝑥) define 

the degree of membership and degree of non-membership 

respectively, for every 𝑥 ∈ 𝑋. 

The operation and relation of IFS is defined as 

follows. 

Definition 2.4.  [2, 7] Let 𝑋 be non empty sets, 𝐴 =
(𝜇𝐴, 𝜈𝐴) and 𝐵 = (𝜇𝐵, 𝜈𝐵) are two IFSs on 𝑋. Relations 

and operations on IFS defined by 

(1) 𝐴 ⊆ 𝐵 if and only if 𝜇𝐴 ≤ 𝜇𝐵 and 𝜈𝐴 ≥ 𝜈𝐵 . 

(2) 𝐴 = 𝐵 if and only if 𝐴 ⊆ 𝐵 and 𝐵 ⊆ 𝐴. 

(3) 𝐴𝐶 = {(𝑥, 𝜈𝐴(𝑥), 𝜇𝐴(𝑥)) ∣ 𝑥 ∈ 𝑋}. 

(4) 𝐴 ∩ 𝐵 =
{(𝑥,min(𝜇𝐴(𝑥), 𝜇𝐵(𝑥)), max(𝜈𝐴(𝑥), 𝜈𝐵(𝑥))) ∣ 𝑥 ∈
𝑋}. 

(5) 𝐴 ∪ 𝐵 =
{(𝑥,max(𝜇𝐴(𝑥), 𝜇𝐵(𝑥)), min(𝜈𝐴(𝑥), 𝜈𝐵(𝑥))) ∣ 𝑥 ∈
𝑋}. 

(6) 𝐴 + 𝐵 = {(𝑥, 𝜇𝐴(𝑥) + 𝜇𝐵(𝑥) −
𝜇𝐴(𝑥)𝜇𝐵(𝑥), 𝜈𝐴(𝑥)𝜈𝐵(𝑥)) ∣ 𝑥 ∈ 𝑋}. 

(7) 𝐴𝐵 = {(𝑥, 𝜇𝐴(𝑥)𝜇𝐵(𝑥), 𝜈𝐴(𝑥) + 𝜈𝐵(𝑥) −
𝜈𝐴(𝑥)𝜈𝐵(𝑥)) ∣ 𝑥 ∈ 𝑋}. 

(8) □𝐴 = {(𝑥, 𝜇𝐴(𝑥),1 − 𝜇𝐴(𝑥)) ∣ 𝑥 ∈ 𝑋}. 

(9) ♢𝐴 = {(𝑥, 1 − 𝜈𝐴(𝑥), 𝜈𝐴(𝑥)) ∣ 𝑥 ∈ 𝑋}. 

Next, we write about triangular norm and triangular 

conorm. 

Definition 2.5.  [4, 5] Let 𝑇 be a function defined by 

𝑇: [0,1] × [0,1] → [0,1]. 

𝑇 said to be triangular norm (denoted by t-norm) if 

for all 𝑥, 𝑦, 𝑧 ∈ [0,1], 4 axiom below are holds. 

(1) Neutral element, i.e. 𝑇(𝑥, 1) = 𝑥. 

(2) Monotonicity, i.e. If 𝑦 ≤ 𝑧 then 𝑇(𝑥, 𝑦) ≤ 𝑇(𝑥, 𝑧). 

(3) Commutativity, i.e. 𝑇(𝑥, 𝑦) = 𝑇(𝑦, 𝑥). 

(4) Associativity, i.e. 𝑇(𝑥, 𝑇(𝑦, 𝑧)) = 𝑇(𝑇(𝑥, 𝑦), 𝑧). 

Definition 2.6.  [4,5] Let 𝐶 be a function defined by 

𝐶: [0,1] × [0,1] → [0,1]. 

𝐶 said to be triangular conorm (denoted by t-conorm) 

if for all 𝑥, 𝑦, 𝑧 ∈ [0,1], 4 axiom below are holds. 

(1) Neutral element, i.e. 𝐶(𝑥, 0) = 𝑥. 

(2) Monotonicity, i.e. If 𝑦 ≤ 𝑧 then 𝐶(𝑥, 𝑦) ≤ 𝐶(𝑥, 𝑧). 

(3) Commutativity, i.e. 𝐶(𝑥, 𝑦) = 𝐶(𝑦, 𝑥). 

(4) Associativity, i.e. 𝐶(𝑥, 𝐶(𝑦, 𝑧)) = 𝐶(𝐶(𝑥, 𝑦), 𝑧). 

Example 2.7.  [5] We present the examples of t-norm 

and t-conorm in Table 1. 

Definition 2.8.  [4] Let 𝑇  and 𝐶  be t-norm and t-

conorm respectively. We say that 𝑇 and 𝐶 are dual if and 

only if either of 

1 − 𝑇(𝑎, 𝑏) = 𝐶(1 − 𝑎, 1 − 𝑏) 

or 

1 − 𝐶(𝑎, 𝑏) = 𝑇(1 − 𝑎, 1 − 𝑏) 

are holds, for all 𝑎, 𝑏 ∈ [0,1]. 

Example 2.9.  [4] This is some examples of t-norm 

and t-conorm are dual. 

(1) Standard intersection t-norm 𝑇𝑚(𝑥, 𝑦) = min(𝑥, 𝑦) 

and standard union t-conorm 𝐶𝑚(𝑥, 𝑦) = max(𝑥, 𝑦) 

are dual. 

(2) Bounded sum t-norm 𝑇𝑏(𝑥, 𝑦) = max(0, 𝑥 + 𝑦 −
1)  and bounded t-conorm 𝐶𝑏(𝑥, 𝑦) = min(1, 𝑥 +
𝑦) are dual. 

(3) Algebraic product t-norm 𝑇𝑝(𝑥, 𝑦) = 𝑥𝑦  and 

algebraic sum t-conorm 𝐶𝑝(𝑥, 𝑦) = 𝑥 + 𝑦 − 𝑥𝑦 are 

dual. 

In [5], there are several corollaries about t-norm and 

t-conorm as follows. 

Corollary 2.10.  [5] Let 𝑇 be 𝑡-norm. Then for all 

𝑥 ∈ [0,1], 

(1) 𝑇(𝑥, 0) = 0. 

(2) 𝑇(0,0) = 0. 

Proof. 

(1) Let 𝑥 ∈ (0,1] . According to Definition 2.5, 

𝑇(0,1) = 0. Next we have 

0 ≤ 𝑇(𝑥, 0) = 𝑇(0, 𝑥) ≤ 𝑇(0,1) = 0. 

(2) Let 𝑥 = 0. According to Corollary 2.10 number 1, 

we have 𝑇(0,0) = 0. 

 ◻ 
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Corollary 11.  [5] Let 𝐶 be 𝑡-conorm. Then, for all 

𝑥 ∈ [0,1], 

(1) 𝐶(𝑥, 1) = 1. 

(2) 𝐶(0,0) = 0. 

Proof. 

(1) Let 𝑥 ∈ (0,1] . According to Definition 2.6, 

𝐶(1,0) = 1. Next, we have 

1 = 𝐶(1,0) = 𝐶(0,1) ≤ 𝐶(𝑥, 1) ≤ 1. 

Therefore, we can conclude 𝐶(𝑥, 1) = 1. 

(2) Obviously from Definition 2.6, we have 

𝐶(0,0) = 0. 

 ◻ 

In [2], the operation intersection and union of two 

IFSs have been introduced. In [4], they mentioned the 

operation intersection and union of two IFSs with respect 

to t-norm and t-conorm as follows. 

Definition 2.12.  [4] Let 𝑋  be non empty set. 𝐴 =
(𝜇𝐴, 𝜈𝐴)  and 𝐵 = (𝜇𝐵, 𝜈𝐵)  are two IFSs on 𝑋 . The 

intersection of 𝐴 and 𝐵 with respect to a t-norm and t-

conorm is defined by 

𝐴 ∩∗ 𝐵 = {(𝑥, 𝑇(𝜇𝐴(𝑥), 𝜇𝐵(𝑥)), 𝐶(𝜈𝐴(𝑥), 𝜈𝐵(𝑥))) ∣ 𝑥
∈ 𝑋}. 

The union of 𝐴 and 𝐵 with respect to a t-norm and t-

conorm is defined by 

𝐴 ∪∗ 𝐵 = {(𝑥, 𝐶(𝜇𝐴(𝑥), 𝜇𝐵(𝑥)), 𝑇(𝜈𝐴(𝑥), 𝜈𝐵(𝑥))) ∣ 𝑥
∈ 𝑋}. 

We denote ∩∗  and ∪∗  for intersection and union of 

two IFSs with respect to t-norm and t-conorm to 

distinguish between intersection and union of two IFSs. 

Definition 2.13.  [5] Let 𝑉 be vector space over field 

𝐹, 𝐴 = (𝜇𝐴, 𝜈𝐴) be an intuitionistic fuzzy sets on 𝑉, 𝑇 be 

t-norm, and 𝐶  be t-conorm. The IFS 𝐴  is said to be 

intuitionistic fuzzy vector spaces with respect to 𝑇 and 𝐶 

of 𝑉 (denoted by 𝐴 ∈ 𝐼𝐹𝑇𝐶(𝑉)) if satisfy 

(1) 𝜇𝐴(𝑥 + 𝑦) ≥ 𝑇(𝜇𝐴(𝑥), 𝜇𝐴(𝑦)), 

(2) 𝜇𝐴(−𝑥) ≥ 𝜇𝐴(𝑥), 

(3) 𝜇𝐴(𝑎𝑥) ≥ 𝜇𝐴(𝑥), 

(4) 𝜈𝐴(𝑥 + 𝑦) ≤ 𝐶(𝜈𝐴(𝑥), 𝜈𝐴(𝑦)), 

(5) 𝜈𝐴(−𝑥) ≤ 𝜈𝐴(𝑥), 

(6) 𝜈𝐴(𝑎𝑥) ≤ 𝜈𝐴(𝑥), 

for all 𝑥, 𝑦 ∈ 𝑉 and 𝑎 ∈ 𝐹. 

 

 

Table 1. Example of t-norm and t-conorm. 

Name t-norm t-conorm 

Standard 

intersection/ 

standard 

union 

𝑇𝑚(𝑥, 𝑦) = min(𝑥, 𝑦) 𝐶𝑚(𝑥, 𝑦) = max(𝑥, 𝑦) 

Bounded sum 𝑇𝑏(𝑥, 𝑦) = max (0, 𝑥 + 𝑦 − 1) 𝐶𝑏(𝑥, 𝑦) = min(1, 𝑥 + 𝑦) 

Algebraic product/  

Algebraic sum 
𝑇𝑝(𝑥, 𝑦) = 𝑥𝑦 𝐶𝑝(𝑥, 𝑦) = 𝑥 + 𝑦 − 𝑥𝑦 

Drastic 𝑇𝐷(𝑥, 𝑦) = {
𝑦 if 𝑥 = 1
𝑥 if 𝑦 = 1
0 otherwise

 𝐶𝐷(𝑥, 𝑦) = {
𝑦 if 𝑥 = 0
𝑥 if 𝑦 = 0
1 otherwise

 

Nilpotent 

minimum/ 

Nilpotent 

maximum 

𝑇𝑛𝑀(𝑥, 𝑦) = {
min(𝑥, 𝑦) if 𝑥 + 𝑦 > 1

0 otherwise
 𝐶𝑛𝑀(𝑥, 𝑦) = {

max(𝑥, 𝑦) if 𝑥 + 𝑦 < 1
1 otherwise

 

Hamacher 

product/ 

Einstein sum 

𝑇𝐻0
(𝑥, 𝑦) = {

0 if 𝑥 = 𝑦 = 0
𝑥𝑦

𝑥 + 𝑦 − 𝑥𝑦
otherwise

 𝐶𝐻2
(𝑥, 𝑦) =

𝑥 + 𝑦

1 + 𝑥𝑦
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3. INTUITIONISTIC ANTI FUZZY 

VECTOR SPACES WITH RESPECT TO T-

NORM AND T-CONORM 

In this section, we begin this section with introduce 

the definition of intuitionistic anti fuzzy vector spaces 

with respect to t-norm and t-conorm (IAFVSTC). We 

have several corollaries about IAFVSTC. 

Definition 3.1.  Let 𝑉 be vector space over field 𝐹, 

𝐴 = (𝜇𝐴, 𝜈𝐴) be an intuitionistic fuzzy sets on 𝑉, 𝑇 be t-

norm, and 𝐶  be t-conorm. The IFS 𝐴  said to be 

intuitionistic anti fuzzy vector spaces with respect to 𝑇 

and 𝐶 of 𝑉 if satisfy 

(1) 𝜇𝐴(0) = 0, 

(2) 𝜇𝐴(𝑥 + 𝑦) ≤ 𝐶(𝜇𝐴(𝑥), 𝜇𝐴(𝑦)), 

(3) 𝜇𝐴(𝑎𝑥) ≤ 𝜇𝐴(𝑥), 

(4) 𝜈𝐴(0) = 1, 

(5) 𝜈𝐴(𝑥 + 𝑦) ≥ 𝑇(𝜈𝐴(𝑥), 𝜈𝐴(𝑦)), 

(6) 𝜈𝐴(𝑎𝑥) ≥ 𝜈𝐴(𝑥), 

for all 𝑥, 𝑦 ∈ 𝑉  and 𝑎 ∈ 𝐹 . We will denote 𝐴 ∈
𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉)  to simplify the intuitionistic anti fuzzy 

vector space 𝑉 with respect to 𝑇 and 𝐶. 

The following is an example of IAFVSTC. 

Example 3.2.  Given a vector space ℝ2 over field ℝ. 

Let 𝐴 = (𝜇𝐴, 𝜈𝐴) be an IFS such that 

𝜇𝐴: ℝ2 → [0,1]

𝐱 ↦ 𝜇𝐴(𝐱) = {

0 𝐱 = (0,0)

0.25 𝐱 = (0, 𝑏), 𝑏 ≠ 0

0.5 𝐱 = (𝑎, 0), 𝑎 ≠ 0
0.7 otherwise

 

and 

𝜈𝐴: ℝ2 → [0,1]

𝐱 ↦ 𝜈𝐴(𝐱) = {

1 𝐱 = (0,0)

0.6 𝐱 = (0, 𝑏), 𝑏 ≠ 0

0.5 𝐱 = (𝑎, 0), 𝑎 ≠ 0
0.2 otherwise

.
 

Given bounded sum t-norm and t-conorm, 𝑇𝑏(𝑥, 𝑦) =
max(0, 𝑥 + 𝑦 − 1) and 𝐶𝑏(𝑥, 𝑦) = min(1, 𝑥 + 𝑦). Then, 

𝐴 ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(ℝ2). 

Now, we have several corollaries as follows. 

Corollary 3.3.  If 𝑉 is vector space over field 𝐹 and 

𝐴 = (𝜇𝐴, 𝜈𝐴) ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉) then for all 𝑥 ∈ 𝑉 satisfies 

𝜇𝐴(−𝑥) ≤ 𝜇𝐴(𝑥) and 𝜈𝐴(−𝑥) ≥ 𝜈𝐴(𝑥). 

Proof. Take 𝑥 ∈ 𝑉. Since 𝑉 is vector space over field 

𝐹, imply −𝑥 ∈ 𝑉. According to Definition 3.1 we have 

𝜇𝐴(𝑎(−𝑥)) = 𝜇𝐴((−𝑎)𝑥) ≤ 𝜇𝐴(𝑥). 

Choose 𝑎 = 1 ∈ 𝐹 and we obtain 

𝜇𝐴(−𝑥) ≤ 𝜇𝐴(𝑥). 

Similarly, 

𝜈𝐴(𝑎(−𝑥)) = 𝜈𝐴((−𝑎)𝑥) ≥ 𝜈𝐴(𝑥). 

We choose 𝑎 = 1 ∈ 𝐹 and now we obtain 

𝜈𝐴(−𝑥) ≥ 𝜈𝐴(𝑥). 

 ◻ 

Corollary 3.4.  If 𝑉 is vector space over field 𝐹 and 

𝐴 = (𝜇𝐴, 𝜈𝐴) ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉) then for all 𝑥 ∈ 𝑉 satisfies 

𝐴(−𝑥) = 𝐴(𝑥). 

Proof. We prove using Definition 3.1 as follows. 

𝜇𝐴(−𝑥) ≤ 𝜇𝐴(𝑥) = 𝜇𝐴(−(−𝑥)) ≤ 𝜇𝐴(−𝑥),
𝜈𝐴(−𝑥) ≥ 𝜈𝐴(𝑥) = 𝜈𝐴(−(−𝑥)) ≥ 𝜈𝐴(−𝑥).

 

That explanation show us 𝜇𝐴(−𝑥) = 𝜇𝐴(𝑥)  and 

𝜈𝐴(−𝑥) = 𝜈𝐴(𝑥). Thus, we have 

𝐴(−𝑥) = (𝜇𝐴(−𝑥), 𝜈𝐴(−𝑥)) = (𝜇𝐴(𝑥), 𝜈𝐴(𝑥)) = 𝐴(𝑥). 

 ◻ 

4. SOME PROPERTIES OF 

INTUITIONISTIC ANTI FUZZY VECTOR 

SPACES WITH RESPECT TO T-NORM AND 

T-CONORM 

In this section, we discuss and investigate about 

properties of IAFVSTC. 

Theorem 4.1..  Let 𝑉 be vector space over field 𝐹, 𝑊 

be subspace of 𝑉, and 𝐴 = (𝜇𝐴, 𝜈𝐴) be IFS with 𝜇𝐴 and 

𝜈𝐴 are defined as characteristic function, i.e. 

𝜇𝐴: 𝑉 → {0,1} 

𝜇𝐴(𝑥) = {
1 if 𝑥 ∈ 𝑊
0 if 𝑥 ∉ 𝑊

 

and 

𝜈𝐴: 𝑉 → {0,1} 

𝜈𝐴(𝑥) = {
1 if 𝑥 ∈ 𝑊
0 if 𝑥 ∉ 𝑊

. 

If we construct 𝐴∗ as new IFS which defined as 𝐴∗ =
(𝜇𝐴𝐶, 𝜈𝐴) by 

𝜇𝐴𝐶: 𝑉 → {0,1} 

𝜇𝐴𝐶(𝑥) = {
1 if 𝑥 ∉ 𝑊
0 if 𝑥 ∈ 𝑊

 

then 𝐴∗ = (𝜇𝐴𝐶 , 𝜈𝐴) ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉). 

Proof. Take any 𝑥, 𝑦 ∈ 𝑉 and 𝑎 ∈ 𝐹 . Next, we will 

divide the proof into three cases as follows. 

(1) First case. If 𝑥, 𝑦 ∈ 𝑊  then 𝑥 + 𝑦 ∈ 𝑊  and 𝑎𝑥 ∈
𝑊. Thus, 

(a) 𝜇𝐴𝐶(0) = 0. 

(b) 𝜇𝐴𝐶(𝑥 + 𝑦) = 0 ≤ 0 = 𝐶(0,0) = 𝐶(𝜇𝐴𝐶(𝑥), 𝜇𝐴𝐶(𝑦)). 

(c) 𝜇𝐴𝐶(𝑎𝑥) = 0 ≤ 0 = 𝜇𝐴𝐶(𝑥). 
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(d) 𝜈𝐴(0) = 1. 

(e) 𝜈𝐴(𝑥 + 𝑦) = 1 ≥ 1 = 𝑇(1,1) = 𝑇(𝜈𝐴(𝑥), 𝜈𝐴(𝑦)). 

(f) 𝜈𝐴(𝑎𝑥) = 1 ≥ 1 = 𝜈𝐴(𝑥). 

(2) Second case. If 𝑥 ∉ 𝑁  and 𝑦 ∈ 𝑁  then 𝑥 + 𝑦 ∉ 𝑁 

and 𝑎𝑥 ∉ 𝑁. Thus, 

(a) 𝜇𝐴𝐶(0) = 0. 

(b) 𝜇𝐴𝐶(𝑥 + 𝑦) = 1 ≤ 1 = 𝐶(1,0) = 𝐶(𝜇𝐴𝐶(𝑥), 𝜇𝐴𝐶(𝑦)). 

(c) 𝜇𝐴𝐶(𝑎𝑥) = 1 ≤ 1 = 𝜇𝐴𝐶(𝑥). 

(d) 𝜈𝐴(0) = 1. 

(e) 𝜈𝐴(𝑥 + 𝑦) = 0 ≥ 0 = 𝑇(0,1) = 𝑇(𝜈𝐴(𝑥), 𝜈𝐴(𝑦)). 

(f) 𝜈𝐴(𝑎𝑥) = 0 ≥ 0 = 𝜈𝐴(𝑥). 

(3) Third case. If 𝑥, 𝑦 ∉ 𝑁 then 𝑥 + 𝑦 ∉ 𝑁 or 𝑥 + 𝑦 ∈
𝑁, and 𝑎𝑥 ∉ 𝑁. Thus, 

(a) 𝜇𝐴𝐶(0) = 0. 

(b) 𝜇𝐴𝐶(𝑥 + 𝑦) ≤ 1 = 𝐶(1,1) = 𝐶(𝜇𝐴𝐶(𝑥), 𝜇𝐴𝐶(𝑦)). 

(c) 𝜇𝐴𝐶(𝑎𝑥) = 1 ≤ 1 = 𝜇𝐴𝐶(𝑥). 

(d) 𝜈𝐴(0) = 1. 

(e) 𝜈𝐴(𝑥 + 𝑦) ≥ 0 = 𝑇(0,0) = 𝑇(𝜈𝐴(𝑥), 𝜈𝐴(𝑦)). 

(f) 𝜈𝐴(𝑎𝑥) = 0 ≥ 0 = 𝜈𝐴(𝑥). 

Therefore, 𝐴∗ = (𝜇𝐴𝐶, 𝜈𝐴) ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉).  ◻ 

Theorem 4.2.  If 𝑉 be a vector space over field 𝐹 and 

𝐴 = (𝜇𝐴, 𝜈𝐴) ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉), then the set 

𝑊 = {𝑥 ∈ 𝑉 ∣ 𝐴(𝑥) = (0,1)} 

is an subspace of 𝑉. 

Proof. Take 𝑥, 𝑦 ∈ 𝑊 and 𝑎 ∈ 𝐹. This gives 𝜇𝐴(𝑥) =
𝜇𝐴(𝑦) = 0 and 𝜈𝐴(𝑥) = 𝜈𝐴(𝑦) = 1. Next we show that 

𝑊 is a subspace of 𝑉 using Definition 2.1. as follows. 

Consider that 

𝜇𝐴(𝑥 + 𝑦) ≤ 𝐶(𝜇𝐴(𝑥), 𝜇𝐴(𝑦)) = 𝐶(0,0) = 0
𝜈𝐴(𝑥 + 𝑦) ≥ 𝑇(𝜈𝐴(𝑥), 𝜈𝐴(𝑦)) = 𝑇(1,1) = 1.

 

This show us 𝜇𝐴(𝑥 + 𝑦) ≤ 0  and 𝜈𝐴(𝑥 + 𝑦) ≥ 1 . 

Therefore, 𝜇𝐴(𝑥 + 𝑦) = 0 and 𝜈𝐴(𝑥 + 𝑦) = 1. Now, we 

get 

𝐴(𝑥 + 𝑦) = (𝜇𝐴(𝑥 + 𝑦), 𝜈𝐴(𝑥 + 𝑦)) = (0,1). 

which means that 𝑥 + 𝑦 ∈ 𝑊. 

Consider that 

𝜇𝐴(𝑎𝑥) ≤ 𝜇𝐴(𝑥) = 0
𝜈𝐴(𝑎𝑥) ≥ 𝜈𝐴(𝑥) = 1.

 

It means 𝜇𝐴(𝑎𝑥) = 0 and 𝜈𝐴(𝑎𝑥) = 1. Next, we have 

𝐴(𝑎𝑥) = (𝜇𝐴(𝑎𝑥), 𝜈𝐴(𝑎𝑥)) = (0,1), 

which means that 𝑎𝑥 ∈ 𝑊. 

Take 0 ∈ 𝑉. We can see that 

𝐴(0) = (𝜇𝐴(0), 𝜈𝐴(0)) = (0,1). 

It means 0 ∈ 𝑊. 

Therefore, 𝑊 is a subspace of 𝑉.  ◻ 

Theorem 4.3.  Let 𝑉 be vector space over field 𝐹 and 

𝐴 = (𝜇𝐴, 𝜈𝐴) ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉). If 𝐴(𝑥 − 𝑦) = 𝐴(0) then 

𝐴(𝑥) = 𝐴(𝑦), for all 𝑥, 𝑦 ∈ 𝑉. 

Proof. Take 𝑥, 𝑦 ∈ 𝑉. Given that 𝜇𝐴(𝑥 − 𝑦) = 𝜇𝐴(0) 

and 𝜈𝐴(𝑥 − 𝑦) = 𝜈𝐴(0). We will show 𝜇𝐴(𝑥) = 𝜇𝐴(𝑦) 

and 𝜈𝐴(𝑥) = 𝜈𝐴(𝑦). Consider that 

𝜇𝐴(𝑥) = 𝜇𝐴(𝑥 − 𝑦 + 𝑦) 

≤ 𝐶(𝜇𝐴(𝑥 − 𝑦), 𝜇𝐴(𝑦)) 

= 𝐶(𝜇𝐴(0), 𝜇𝐴(𝑦)) 

= 𝐶(0, 𝜇𝐴(𝑦)) 

= 𝜇𝐴(𝑦) 

and 

𝜇𝐴(𝑦) = 𝜇𝐴(𝑥 − 𝑥 + 𝑦) 

= 𝜇𝐴(𝑥 − (𝑥 − 𝑦)) 

≤ 𝐶 (𝜇𝐴(𝑥), 𝜇𝐴(−(𝑥 − 𝑦))) 

= 𝐶(𝜇𝐴(𝑥), 𝜇𝐴(𝑥 − 𝑦)) 

= 𝐶(𝜇𝐴(𝑥), 𝜇𝐴(0)) 

= 𝐶(𝜇𝐴(𝑥), 0) 
= 𝜇𝐴(𝑥). 

Thus, we have 𝜇𝐴(𝑥) = 𝜇𝐴(𝑦). Similarly, 

𝜈𝐴(𝑥) = 𝜈𝐴(𝑥 − 𝑦 + 𝑦) 

≥ 𝑇(𝜈𝐴(𝑥 − 𝑦), 𝜈𝐴(𝑦)) 

= 𝑇(𝜈𝐴(0), 𝜈𝐴(𝑦)) 

= 𝑇(1, 𝜈𝐴(𝑦)) 

= 𝜈𝐴(𝑦) 

and 

𝜈𝐴(𝑦) = 𝜈𝐴(𝑥 − 𝑥 + 𝑦) 

= 𝜈𝐴(𝑥 − (𝑥 − 𝑦)) 

≤ 𝑇 (𝜈𝐴(𝑥), 𝜈𝐴(−(𝑥 − 𝑦))) 

= 𝑇(𝜈𝐴(𝑥), 𝜈𝐴(𝑥 − 𝑦)) 

= 𝑇(𝜈𝐴(𝑥), 𝜈𝐴(0)) 

= 𝑇(𝜈𝐴(𝑥), 1) 
= 𝜈𝐴(𝑥). 

We have 𝜈𝐴(𝑥) = 𝜈𝐴(𝑦). Thus, 

𝐴(𝑥) = (𝜇𝐴(𝑥), 𝜈𝐴(𝑥)) = (𝜇𝐴(𝑦), 𝜈𝐴(𝑦)) = 𝐴(𝑦). 

  ◻ 

Theorem 4.4.  Let 𝑉 be vector space over field 𝐹 and 

𝐴 = (𝜇𝐴, 𝜈𝐴) ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉). If 𝐴(𝑥 − 𝑦) = (0,1) then 

𝐴(𝑥) = 𝐴(𝑦), for all 𝑥, 𝑦 ∈ 𝑉. 

Proof. Given that 𝜇𝐴(𝑥 − 𝑦) = 0  and 𝜈𝐴(𝑥 − 𝑦) =
1. Consider that 

𝜇𝐴(𝑥) = 𝜇𝐴(𝑥 − 𝑦 + 𝑦) 

≥ 𝐶(𝜇𝐴(𝑥 − 𝑦), 𝜇𝐴(𝑦)) 
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= 𝐶(0, 𝜇𝐴(𝑦)) 

= 𝜇𝐴(𝑦) 

and 

𝜇𝐴(𝑦) = 𝜇𝐴(𝑥 − 𝑥 + 𝑦) 

= 𝜇𝐴(𝑥 − (𝑥 − 𝑦)) 

≥ 𝐶 (𝜇𝐴(𝑥), 𝜇𝐴(−(𝑥 − 𝑦))) 

= 𝐶(𝜇𝐴(𝑥), 𝜇𝐴(𝑥 − 𝑦)) 

= 𝐶(𝜇𝐴(𝑥), 0) 
= 𝜇𝐴(𝑥). 

Now, we have 𝜇𝐴(𝑥) = 𝜇𝐴(𝑦). Similarly, 

𝜈𝐴(𝑥) = 𝜈𝐴(𝑥 − 𝑦 + 𝑦) 

≤ 𝑇(𝜈𝐴(𝑥 − 𝑦), 𝜈𝐴(𝑦)) 

= 𝑇(1, 𝜈𝐴(𝑦)) 

= 𝜈𝐴(𝑦) 

and 

𝜈𝐴(𝑦) = 𝜈𝐴(𝑥 − 𝑥 + 𝑦) 

= 𝜈𝐴(𝑥 − (𝑥 − 𝑦)) 

≥ 𝑇 (𝜈𝐴(𝑥), 𝜈𝐴(−(𝑥 − 𝑦))) 

= 𝑇(𝜈𝐴(𝑥), 𝜈𝐴(𝑥 − 𝑦)) 

= 𝑇(𝜈𝐴(𝑥), 1) 
= 𝜈𝐴(𝑥). 

Thus, we have 𝜈𝐴(𝑥) = 𝜈𝐴(𝑦). Now, it is leads to 

𝐴(𝑥) = (𝜇𝐴(𝑥), 𝜈𝐴(𝑥)) = (𝜇𝐴(𝑦), 𝜈𝐴(𝑦)) = 𝐴(𝑦). 

  ◻ 

5. SOME PROPERTIES OF OPERATION 

AND RELATION BETWEEN 

INTUITIONISTIC ANTI FUZZY VECTOR 

SPACES WITH RESPECT TO T-NORM AND 

T-CONORM 

In this section, we investigate and prove some 

properties of operation and relation about IAFVSTC. 

Theorem 5.1.  If 𝑉 be vector space over field 𝐹 and 

𝐴 = (𝜇𝐴, 𝜈𝐴), 𝐵 = (𝜇𝐵, 𝜈𝐵) ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉) , then 

𝐴 ∪∗ 𝐵 ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉). 

Proof. We prove this theorem according to Definition 

2.12 as follows. 

(1) 𝜇𝐴∪∗𝐵(0) = 𝐶(𝜇𝐴(0), 𝜇𝐵(0)) = 𝐶(0,0) = 0. 

(2) 𝜇𝐴∪∗𝐵(𝑥 + 𝑦) = 𝐶(𝜇𝐴(𝑥 + 𝑦), 𝜇𝐵(𝑥 + 𝑦)) 

≤ 𝐶 (𝐶(𝜇𝐴(𝑥), 𝜇𝐴(𝑦)), 𝐶(𝜇𝐵(𝑥), 𝜇𝐵(𝑦))) 

= 𝐶 (𝐶(𝜇𝐴(𝑥), 𝜇𝐵(𝑥)), 𝐶(𝜇𝐴(𝑦), 𝜇𝐵(𝑦))) 

= 𝐶(𝜇𝐴∪∗𝐵(𝑥), 𝜇𝐴∪∗𝐵(𝑦)) 

(3) 𝜇𝐴∪∗𝐵(𝑎𝑥) = 𝐶(𝜇𝐴(𝑎𝑥), 𝜇𝐵(𝑎𝑥)) 

≤ 𝐶(𝜇𝐴(𝑥), 𝜇𝐵(𝑥)) 

= 𝜇𝐴∪∗𝐵(𝑥) 

(4) 𝜈𝐴∪∗𝐵(0) = 𝑇(𝜈𝐴(0), 𝜈𝐵(0)) = 𝑇(1,1) = 1. 

(5) 𝜈𝐴∪∗𝐵(𝑥 + 𝑦) = 𝑇(𝜈𝐴(𝑥 + 𝑦), 𝜈𝐵(𝑥 + 𝑦)) 

≥ 𝑇 (𝑇(𝜈𝐴(𝑥), 𝜈𝐴(𝑦)), 𝑇(𝜈𝐵(𝑥), 𝜈𝐵(𝑦))) 

= 𝑇 (𝑇(𝜈𝐴(𝑥), 𝜈𝐵(𝑥)), 𝑇(𝜈𝐴(𝑦), 𝜈𝐵(𝑦))) 

= 𝑇(𝜈𝐴∪∗𝐵(𝑥), 𝜈𝐴∪∗𝐵(𝑦)) 

(6) 𝜈𝐴∪∗𝐵(𝑎𝑥) = 𝑇(𝜈𝐴(𝑎𝑥), 𝜈𝐵(𝑎𝑥)) 

≥ 𝑇(𝜈𝐴(𝑥), 𝜈𝐵(𝑥)) 

= 𝜈𝐴∪∗𝐵(𝑥) 

Therefore 𝐴 ∪∗ 𝐵 ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉).  ◻ 

The next theorem is generalization of Theorem 5.1. 

Theorem 5.2.  If 𝑉 be vector space over field 𝐹 and 

𝐴𝑖 = (𝜇𝐴𝑖
, 𝜈𝐴𝑖

) ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉) , for 𝑖 = 1,2, … , 𝑛  and 

𝑛 ∈ ℕ, then 

⋃∗ 𝐴𝑖

𝑛

𝑖=1

∈  𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉). 

Proof. The proof using mathematical induction.  ◻ 

Theorem 5.3.  Let 𝑉 be vector space over field 𝐹 , 

𝐴 = (𝜇𝐴, 𝜈𝐴), 𝐵 = (𝜇𝐵, 𝜈𝐵) ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉) , and 𝑇  and 

𝐶  be t-norm and t-conorm respectively. If 𝑇  and 𝐶  are 

duals, then □𝐴 ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉). 

Proof. Take 𝑥, 𝑦 ∈ 𝑉 and 𝑎 ∈ 𝐹. 

(1) 𝜇□𝐴(0) = 𝜇𝐴(0) = 0 

(2) 𝜇□𝐴(𝑥 + 𝑦) = 𝜇𝐴(𝑥 + 𝑦) 

≤ 𝐶(𝜇𝐴(𝑥), 𝜇𝐴(𝑦)) 

= 𝐶(𝜇□𝐴(𝑥), 𝜇□𝐴(𝑦)) 

(3) 𝜇□𝐴(𝑎𝑥) = 𝜇𝐴(𝑎𝑥) ≤ 𝜇𝐴(𝑥) = 𝜇□𝐴(𝑥) 

(4) 𝜈□𝐴(0) = 1 − 𝜇𝐴(0) = 1 − 0 = 1 

(5) 𝜈□𝐴(𝑥 + 𝑦) = 1 − 𝜇𝐴(𝑥 + 𝑦) 

≥ 1 − 𝐶(𝜇𝐴(𝑥), 𝜇𝐴(𝑦)) 

= 𝑇(1 − 𝜇𝐴(𝑥), 1 − 𝜇𝐴(𝑦)) 

= 𝑇(𝜈□𝐴(𝑥), 𝜈□𝐴(𝑦)) 

(6) 𝜈□𝐴(𝑎𝑥) = 1 − 𝜇𝐴(𝑎𝑥) ≥ 1 − 𝜇𝐴(𝑥) = 𝜈□𝐴(𝑥) 

Thus, □𝐴 ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉).   ◻ 

Theorem 5.4.  Let 𝑉 be vector space over field 𝐹 , 

𝐴 = (𝜇𝐴, 𝜈𝐴), 𝐵 = (𝜇𝐵, 𝜈𝐵) ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉) , and 𝑇  and 

𝐶  be t-norm and t-conorm respectively. If 𝑇  and 𝐶  are 

duals, then ♢𝐴 ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉). 

Proof. Take 𝑥, 𝑦 ∈ 𝑉 and 𝑎 ∈ 𝐹. 

(1) 𝜇♢𝐴(0) = 1 − 𝜈𝐴(0) = 1 − 1 = 0. 

(2) 𝜇♢𝐴(𝑥 + 𝑦) = 1 − 𝜈𝐴(𝑥 + 𝑦) 

≤ 1 − 𝑇(𝜈𝐴(𝑥), 𝜈𝐴(𝑦)) 

= 𝐶(1 − 𝜈𝐴(𝑥), 1 − 𝜈𝐴(𝑦)) 

= 𝐶 (𝜇♢𝐴(𝑥), 𝜇♢𝐴(𝑦)) 
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(3) 𝜇♢𝐴(𝑎𝑥) = 1 − 𝜈𝐴(𝑎𝑥) ≤ 1 − 𝜈𝐴(𝑥) = 𝜇♢𝐴(𝑥) 

(4) 𝜈♢𝐴(0) = 𝜈𝐴(0) = 1 

(5) 𝜈♢𝐴(𝑥 + 𝑦) = 𝜈𝐴(𝑥 + 𝑦) 

≥ 𝑇(𝜈𝐴(𝑥), 𝜈𝐴(𝑦)) 

= 𝑇 (𝜈♢𝐴(𝑥), 𝜈♢𝐴(𝑦)) 

(6) 𝜈♢𝐴(𝑎𝑥) = 𝜈𝐴(𝑎𝑥) ≥ 𝜈𝐴(𝑥) = 𝜈♢𝐴(𝑥). 

Thus, ♢𝐴 ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉).   ◻ 

Theorem 5.5.  Let 𝑉 be vector space over field 𝐹 and 

𝐴 = (𝜇𝐴, 𝜈𝐴), 𝐵 = (𝜇𝐵, 𝜈𝐵) ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉) . If 

𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉)  have t-norm 𝑇  which satisfied the 

condition 

𝑇(𝜈𝐴(𝑥), 𝜈𝐴(𝑦)) + 𝑇(𝜈𝐵(𝑥), 𝜈𝐵(𝑦))

− 𝑇(𝜈𝐴(𝑥), 𝜈𝐴(𝑦))𝑇(𝜈𝐵(𝑥), 𝜈𝐵(𝑦)) 

≥ 𝑇(𝜈𝐴(𝑥) + 𝜈𝐵(𝑥) − 𝜈𝐴(𝑥)𝜈𝐵(𝑥), 𝜈𝐴(𝑦) + 𝜈𝐵(𝑦)

− 𝜈𝐴(𝑦)𝜈𝐵(𝑦)) 

and t-conorm 𝐶 which satisfied the condition 

𝐶(𝜇𝐴(𝑥), 𝜇𝐴(𝑦))𝐶(𝜇𝐵(𝑥), 𝜇𝐵(𝑦))

≤ 𝐶(𝜇𝐴(𝑥)𝜇𝐵(𝑥), 𝜇𝐴(𝑦)𝜇𝐵(𝑦)) 

for all 𝑥, 𝑦 ∈ 𝑉 then 𝐴𝐵 ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉). 

Proof. Take any 𝑥, 𝑦 ∈ 𝑉 and 𝑎 ∈ 𝐹. 

(1) 𝜇𝐴𝐵(0) = 𝜇𝐴(0)𝜇𝐵(0) = 0 ⋅ 0 = 0. 

(2) 𝜇𝐴𝐵(𝑥 + 𝑦) = 𝜇𝐴(𝑥 + 𝑦)𝜇𝐵(𝑥 + 𝑦) 

≤ 𝐶(𝜇𝐴(𝑥), 𝜇𝐴(𝑦))𝐶(𝜇𝐵(𝑥), 𝜇𝐵(𝑦)) 

≤ 𝐶(𝜇𝐴(𝑥)𝜇𝐵(𝑥), 𝜇𝐴(𝑦)𝜇𝐵(𝑦)) 

= 𝐶(𝜇𝐴𝐵(𝑥), 𝜇𝐴𝐵(𝑦)) 

(3) 𝜇𝐴𝐵(𝑎𝑥) = 𝜇𝐴(𝑎𝑥)𝜇𝐵(𝑎𝑥) 
≤ 𝜇𝐴(𝑥)𝜇𝐵(𝑥) = 𝜇𝐴𝐵(𝑥). 

(4) 𝜈𝐴𝐵(0) = 𝜈𝐴(0) + 𝜈𝐵(0) − 𝜈𝐴(0)𝜈𝐵(0) 
= 1 + 1 − 1 ⋅ 1 = 1. 

(5) 𝜈𝐴𝐵(𝑥 + 𝑦) = 𝜈𝐴(𝑥 + 𝑦) + 𝜈𝐵(𝑥 + 𝑦) − 𝜈𝐴(𝑥 +
𝑦)𝜈𝐵(𝑥 + 𝑦) 

≥ 𝑇(𝜈𝐴(𝑥), 𝜈𝐴(𝑦)) + 𝑇(𝜈𝐵(𝑥), 𝜈𝐵(𝑦))

− 𝑇(𝜈𝐴(𝑥), 𝜈𝐴(𝑦))𝑇(𝜈𝐵(𝑥), 𝜈𝐵(𝑦)) 

≥ 𝑇(𝜈𝐴(𝑥) + 𝜈𝐵(𝑥) − 𝜈𝐴(𝑥)𝜈𝐵(𝑥), 𝜈𝐴(𝑦) + 𝜈𝐵(𝑦)

− 𝜈𝐴(𝑦)𝜈𝐵(𝑦)) 

= 𝑇(𝜈𝐴𝐵(𝑥), 𝜈𝐴𝐵(𝑦)) 

(6) 𝜈𝐴𝐵(𝑎𝑥) = 𝜈𝐴(𝑎𝑥) + 𝜈𝐵(𝑎𝑥) − 𝜈𝐴(𝑎𝑥)𝜈𝐵(𝑎𝑥) 
≥ 𝜈𝐴(𝑥) + 𝜈𝐵(𝑥) − 𝜈𝐴(𝑥)𝜈𝐵(𝑥) 
= 𝜈𝐴𝐵(𝑥) 

So,  𝐴𝐵 ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉).  ◻ 

Theorem 5.6.  Let 𝑉 be vector space over field 𝐹 and 

𝐴 = (𝜇𝐴, 𝜈𝐴), 𝐵 = (𝜇𝐵, 𝜈𝐵) ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉) . If 

𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉)  have t-norm 𝑇  which satisfied the 

condition 

𝑇(𝜈𝐴(𝑥), 𝜈𝐴(𝑦))𝑇(𝜈𝐵(𝑥), 𝜈𝐵(𝑦))
≥ 𝑇(𝜈𝐴(𝑥)𝜈𝐵(𝑥), 𝜈𝐴(𝑦)𝜈𝐵(𝑦)) 

and t-conorm 𝐶 which satisfied the condition 

𝐶(𝜇𝐴(𝑥), 𝜇𝐴(𝑦)) + 𝐶(𝜇𝐵(𝑥), 𝜇𝐵(𝑦))

− 𝐶(𝜇𝐴(𝑥), 𝜇𝐴(𝑦))𝐶(𝜇𝐵(𝑥), 𝜇𝐵(𝑦)) 

≤ 𝐶(𝜇𝐴(𝑥) + 𝜇𝐵(𝑥) − 𝜇𝐴(𝑥)𝜇𝐵(𝑥), 𝜇𝐴(𝑦) + 𝜇𝐵(𝑦)
− 𝜇𝐴(𝑦)𝜇𝐵(𝑦)) 

for all 𝑥, 𝑦 ∈ 𝑉 then 𝐴 + 𝐵 ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉). 

Proof. Let 𝑥, 𝑦 ∈ 𝑉 and 𝑎 ∈ 𝐹. 

(1) 𝜇𝐴+𝐵(0) = 𝜇𝐴(0) + 𝜇𝐵(0) − 𝜇𝐴(0)𝜇𝐵(0) = 0 +
0 − 0 ⋅ 0 = 0. 

(2) 𝜇𝐴+𝐵(𝑥 + 𝑦) = 𝜇𝐴(𝑥 + 𝑦) + 𝜇𝐵(𝑥 + 𝑦) − 𝜇𝐴(𝑥 +
𝑦)𝜇𝐵(𝑥 + 𝑦) 

≤ 𝐶(𝜇𝐴(𝑥), 𝜇𝐴(𝑦)) + 𝐶(𝜇𝐵(𝑥), 𝜇𝐵(𝑦))

− 𝐶(𝜇𝐴(𝑥), 𝜇𝐴(𝑦))𝐶(𝜇𝐵(𝑥), 𝜇𝐵(𝑦)) 

≤ 𝐶(𝜇𝐴(𝑥) + 𝜇𝐵(𝑥) − 𝜇𝐴(𝑥)𝜇𝐵(𝑥), 𝜇𝐴(𝑦)

+ 𝜇𝐵(𝑦) − 𝜇𝐴(𝑦)𝜇𝐵(𝑦)) 

= 𝐶(𝜇𝐴+𝐵(𝑥), 𝜇𝐴+𝐵(𝑦)). 

(3) 𝜇𝐴+𝐵(𝑎𝑥) = 𝜇𝐴(𝑎𝑥) + 𝜇𝐵(𝑎𝑥) − 𝜇𝐴(𝑎𝑥)𝜇𝐵(𝑎𝑥) 
≤ 𝜇𝐴(𝑥) + 𝜇𝐵(𝑥) − 𝜇𝐴(𝑥)𝜇𝐵(𝑥) 
= 𝜇𝐴+𝐵(𝑥). 

(4) 𝜈𝐴+𝐵(0) = 𝜈𝐴(0)𝜈𝐵(0) = 1 ⋅ 1 = 1. 

(5) 𝜈𝐴+𝐵(𝑥 + 𝑦) = 𝜈𝐴(𝑥 + 𝑦)𝜈𝐵(𝑥 + 𝑦) 

≥ 𝑇(𝜈𝐴(𝑥), 𝜈𝐴(𝑦))𝑇(𝜈𝐵(𝑥), 𝜈𝐵(𝑦)) 

≥ 𝑇(𝜈𝐴(𝑥)𝜈𝐵(𝑥), 𝜈𝐴(𝑦)𝜈𝐵(𝑦)) 

= 𝑇(𝜈𝐴+𝐵(𝑥), 𝜈𝐴+𝐵(𝑦)). 

(6) 𝜈𝐴+𝐵(𝑎𝑥) = 𝜈𝐴(𝑎𝑥)𝜈𝐵(𝑎𝑥) 
≥ 𝜈𝐴(𝑥)𝜈𝐵(𝑥) 
= 𝜈𝐴+𝐵(𝑥). 

So, 𝐴 + 𝐵 ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉).  ◻ 

Corollary 5.7.  Let 𝑉 be vector space over 𝐹 and 𝐴 =
(𝜇𝐴, 𝜈𝐴), 𝐵 = (𝜇𝐵, 𝜈𝐵) ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉). If 𝑇 is algebraic 

product t-norm, i.e. 𝑇𝑝(𝑎, 𝑏) = 𝑎𝑏  and 𝐶  is algebraic 

sum t-conorm, i.e. 𝐶𝑝(𝑎, 𝑏) = 𝑎 + 𝑏 − 𝑎𝑏, for all 𝑎, 𝑏 ∈

[0,1] then 𝐴 + 𝐵 ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉). 

Proof. Consider that 

𝑇𝑝(𝑎, 𝑏)𝑇𝑝(𝑐, 𝑑) = 𝑇𝑝(𝑎𝑐, 𝑏𝑑) 

and 

𝐶𝑝(𝑎, 𝑏) + 𝐶𝑝(𝑐, 𝑑) − 𝐶𝑝(𝑎, 𝑏)𝐶𝑝(𝑐, 𝑑)

= 𝐶𝑝(𝑎 + 𝑐 − 𝑎𝑐, 𝑏 + 𝑑 − 𝑏𝑑), 

for any 𝑎, 𝑏, 𝑐, 𝑑 ∈ [0,1]. This implies 

𝑇(𝜈𝐴(𝑥), 𝜈𝐴(𝑦))𝑇(𝜈𝐵(𝑥), 𝜈𝐵(𝑦))

= 𝑇(𝜈𝐴(𝑥)𝜈𝐵(𝑥), 𝜈𝐴(𝑦)𝜈𝐵(𝑦)) 

and  

𝐶(𝜇𝐴(𝑥), 𝜇𝐴(𝑦)) + 𝐶(𝜇𝐵(𝑥), 𝜇𝐵(𝑦))

− 𝐶(𝜇𝐴(𝑥), 𝜇𝐴(𝑦))𝐶(𝜇𝐵(𝑥), 𝜇𝐵(𝑦)) 

= 𝐶(𝜇𝐴(𝑥) + 𝜇𝐵(𝑥) − 𝜇𝐴(𝑥)𝜇𝐵(𝑥), 𝜇𝐴(𝑦) + 𝜇𝐵(𝑦)
− 𝜇𝐴(𝑦)𝜇𝐵(𝑦)). 
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for any 𝑥, 𝑦 ∈ 𝑉 . According to Theorem 5.6, 𝐴 + 𝐵 ∈
𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉).  ◻ 

Theorem 5.8.  Let 𝑉 be vector space over field 𝐹. If 

𝐴 = (𝜇𝐴, 𝜈𝐴) ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑉)  then 𝐴𝐶 = (𝜇𝐴𝐶 , 𝜈𝐴𝐶) =

(𝜈𝐴, 𝜇𝐴) ∈ 𝐼𝐹𝑇𝐶(𝑉). 

Proof. Let 𝐴 = (𝜇𝐴, 𝜈𝐴) ∈ 𝐼𝐴𝐹𝑉𝑆𝑇𝐶(𝑀) . Take 

𝑥, 𝑦 ∈ 𝑉 and 𝑎 ∈ 𝐹. Consider that 

(1) 𝜇𝐴𝐶(𝑥 + 𝑦) = 𝜈𝐴(𝑥 + 𝑦) 

≥ 𝑇(𝜈𝐴(𝑥), 𝜈𝐴(𝑦)) 

= 𝑇 (𝜇𝐴𝐶(𝑥), 𝜇𝐴𝐶(𝑦)). 

(2) 𝜇𝐴𝐶(−𝑥) = 𝜈𝐴(−𝑥)  ≥ 𝜈𝐴(𝑥) = 𝜇𝐴𝐶(𝑥). 

(3) 𝜇𝐴𝐶(𝑎𝑥) = 𝜈𝐴(𝑎𝑥) ≥ 𝜈𝐴(𝑥) = 𝜇𝐴𝐶(𝑥). 

(4) 𝜈𝐴𝐶(𝑥 + 𝑦) = 𝜇𝐴(𝑥 + 𝑦) 

≤ 𝐶(𝜇𝐴(𝑥), 𝜇𝐴(𝑦)) = 𝐶 (𝜈𝐴𝐶(𝑥), 𝜈𝐴𝐶(𝑦)). 

(5) 𝜈𝐴𝐶(−𝑥) = 𝜇𝐴(−𝑥) ≤ 𝜇𝐴(𝑥) = 𝜈𝐴𝐶(𝑥). 

(6) 𝜈𝐴𝐶(𝑎𝑥) = 𝜇𝐴(𝑎𝑥) ≤ 𝜇𝐴(𝑥) = 𝜈𝐴𝐶(𝑥). 

Thus, 𝐴𝐶 = (𝜇𝐴𝐶 , 𝜈𝐴𝐶) = (𝜈𝐴 , 𝜇𝐴) ∈ 𝐼𝐹𝑇𝐶(𝑉).  ◻ 

6. CONCLUSION 

We have proved several properties related with 

intuitionistic anti fuzzy vector space with respect to t-

norm and t-conorm (IAFVSTC) and some operation and 

relation between IAFVSTC. 
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