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ABSTRACT 

The morbidities of mental disorders are becoming higher and higher in the wake of higher and higher urbanization rate. 

However, the diagnostic accuracies of different mental disorders are not high enough for conducting satisfactory mental 

health cares. One of the reasons is that, unlike physical illnesses, mental diagnostics relies mainly on symptomatology 

and rarely on etiology due to the complicated causes of mental disorders. This makes it only possible to use induction 

rather than deduction during diagnosis. However, the symptoms of the same mental disorders can also vary a lot across 

patients. In order to do the induction better, it is important and constructive to integrate AI into current psychiatric 

system. This paper would overview current achievements on diagnosing schizophrenia, depression, and anxiety 

disorders using AI. In addition, the advantages and shortcomings of utilizing current technologies in real medical scene 

will also be discussed including diagnostic power, costs and ethical issues. 
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1. INTRODUCTION 

The rate of mental illness raised along with the 

increasing rate of industrialization. It has been reported 

that in 2050, the urbanization rate worldwide will 

increase from 54% to 68% [1]. Although this tendency 

symbolizes the growing economy, it is a double-edged 

sword. While urbanizing, people have to face intense 

changes in lives that are hard to adapt in short time[2]. 

This leads to increasing stressors, such as higher house 

rent, larger working stress, and so on. According to 

previous study [3], the prevalence rate of mental 

problems was 80.6% in cities 80.6% and 48.9% in 

villages. The convergent evidences have shown that 

urbanization is positively correlated to mental illness 

morbidity [2].  

Despite the conclusion is not new, the validity and 

reliability of current mental diagnostics is still 

dissatisfactory. The accepted inter-rater reliability should 

be 0.75 in kappa statistics. However, in DSM-V, the 

value was lowered to between 0.2 and 0.4 [4]. In 

particular, diagnosis for Major Depressive Disorder only 

reached 0.28 [5]. Moreover, the value for MADD was -

0.004 [5]. In addition, research found that the specific 

diagnoses does not predict the outcomes well under 

many circumsatnces. In fact, receiving diagnosis had 

very little impact on patients daily lives in many 

circumstances [6]. Another important statistics is that 

over 50% patients were diagnosed with other mental 

disorders within a year [7]. The high rate of comorbidity 

allows us to question the underlying theory model and 

classification methods of psychiatry [8]. 

One of the potential reasons that cause the 

embarrassed situation is that, mental diagnostics relies 

largely on induction and rarely on objective 

measurements. For example, according to DSM-5[9], 

patients need to show at least five corresponding 

symptoms during 2 consecutive weeks to be diagnosed 

with depression and at least one of the symptoms have to 

be loss of interest or pleasure or depressed mood. Most 

of the symptoms are measured through subjective reports, 

such as Self-Rating Depression Scale [10] and Self-

Rating Anxiety Scale [11]. Although some physiological 

measurements are used, they are mainly used to exclude 

the possibilities of physical illnesses. Therefore, we have 

reasons to doubt the objectivity of the diagnosis. Another 

problem is the over reliance on symptomatology and 

little on etiology. Mental illnesses are not caused by 

single reason and therefore the certainty is low, i.e. from 

adverse life experiences to genetic factors [12] or even 

the combined effects. In fact, the sources can be very 

different across cases. The diagnosis for physical 

illnesses is mainly deduction which is a more ideal 

method. For example, people infected by certain virus 
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have pneumonia, Tom is infected, therefore Tom has 

pneumonia. Most physical illnesses have more steady 

symptoms so that the premises are more reliable. 

However, mental illnesses are very different. A classic 

case is schizophrenia since it contains at least 3 clusters 

of symptoms which do not correlate with each other. This 

means that patients can be very different from each other 

and therefore need different treatments [13]. Hence, it is 

unrealistic to use deduction mental diagnositics. The 

diagnosis is more close to induction: Tom has bad mood, 

this is a symptom of depression, Tom might have 

depression. Therefore, the more common features we can 

identify for a given mental disorder, the more accurate 

the diagnosis would be.  

Artificial intelligence is the algorithm that can 

simulate the problem-solving and decision-making 

abilities of human intelligence. It is well known for its 

inducing power and the ability of finding patterns. With 

the help of AI, it is possible to rely the diagnosis more on 

objective features. Anhedonia, one of the core symptoms 

of depression may be originated by the dysregulation of 

the regulatory afferent circuits of dopamine system [14]. 

We have reason to believe that more similar features can 

be found by AI. Hence, it is imperative to explore 

techinique of AI on mental diagnosis. This paper would 

overview the achievements that have been made and 

identify the advantages and shortcomings of applying AI 

in real medical scene. This paper not only analyzes from 

the ability aspect, but also discusses ethical issues, costs 

and so on. 

2. OVERVIEW OF CURRENT AI  

2.1. Schizophrenia 

It has been suggested that the three important factors 

in psychiatry-biological, psychological and social 

factors-can be supported by machine learning [15]. 

Nowadays, many studies aimed to analyze the data like 

brain imaging data and EHRs with AI to diagnosis 

mental disorders and have achieved impressive results 

[16]. A notable example is EMPaSchiz, an ensemble 

model for diagnosing schizophrenia which can guarantee 

87% accuracy [17].  

Another example is the computer aided diagnosis 

system built by Chyzhyk, Savio and Graña [18]. This is 

a system that focus on discriminating schizophrenia by 

analyzing resting state functional Magnetic Resonance 

Imaging by applying ensembles of Extreme Learning 

Machines. The entire process is shown in Figure 1, 

Overall Working Process of Computer Aided Diagnosis 

system. Basically, there are three stages in the whole 

process: 1. Build a 3D correlation map and the voxel site 

selection mask; 2. Applying the evolutionary wrapper to 

the whole activity map; 3. Applying the evolutionary 

wrapper to the features extracted from the voxel site 

selection mask and thus connecting the both processes. 

 
Figure 1 Overall working process of computer aided 

diagnosis system 

2.2. Depression 

AI diagnosis is not only developed substantially in 

schizophrenia, but also in depression. A classic example 

is the deep convolutional neural network set up by 

Acharya et al. [19]. The neural network contains 5 

convolutional layer, 5 pooling layers, and 3 fully-

connected filters with a weighted vector that plays the 

role of filter and can adjust itself during training. The 

neural network collects and analyzes the EEG data of 

both hemispheres of the brains. The results showed that 

the CNN can yield an accuracy of 93.54% and 95.49% 

respectively by analyzing left and right hemisphere EEG 

signals.  

2.3. Anxiety 

Similarly, the EEG-based CNN is also used in anxiety 

prediction. For example, the AnxietyDecoder developed 

by Wang et al. [20] can distinguish anxious personality 

and decode the potential biomarkers from the patients. 

The neural network analyzed the Goal-Conflict-Specific-

Rhythmicity (GCSR) induced by the task called the Stop 

Signal Task which can generate anxiety. GCSR is a 

measure of extent of conflict in brain by using EEG data. 

By constructing a 3-D CNN with Layer-wise Relevance 

Propagation, the percentage variance of the Pearson R 

between the predictions and the scores on State-Trait 

Anxiety inventory reached 33% compared to previous 

GCSR contrast (7%). 

3. ADVANTAGES OF USING AI IN MENTAL 

DIAGNOSIS 

3.1. Inductive power and data gathering 

The core strength of AI, is its power of gathering and 

dealing with data. With the help of AI, it is possible to 

gather and analyze a large amount of medical data for 

each patient. According to the Biopsychosocial model 

[21], the diagnosis of mental illnesses should take 

account of biological, psychological, and social factors. 
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However, it is nearly impossible for human psychiatrists 

to do it perfectly because it would take unimaginable 

amount of time and energy and the results are very likely 

to be biased by the subjective views of the psychiatrists 

towards the qualitative data. On the contrary, machine 

learning is much better at diagnosing according to 

Biopsychosocial model [15], which can theoretically 

pursue the theory better.   

3.2. Time saving and high replicability  

Other preponderances include the time-saving and 

low-marginal-cost nature of AI. For sophisicated mental 

illness, only specialist like psychiatrist can identify [22]. 

However, a psychiatric student needs to be trained at 

least 13 years to work as a psychiatrist [23]. When taking 

account of individual differences, the professional 

abilities vary from psychiatrist to psychiatrist. On the 

contrary, although it is also time-consuming to train a AI 

to fit the real patterns of different mental disorders to an 

acceptable accuracy, it can save a lot of resources and 

time afterwards while popularizing the technology. The 

quality of diagnosis in different areas can be ensured.  

3.3 Reconstructing diagnostic system 

Despite the effectiveness of AI has been 

acknowledged, it is still underestimated. With the help of 

AI, the underlying model of mental disorders can be 

reconstructed. Unlike Machine Learning, Deep Learning 

does not need to analyze on the basis of labelled data, 

which means that the whole analyzing process does not 

need to build on any theoretic model. This high level of 

autonomy allows AI to discriminate patients in a brand 

new method [17]. 

4. SHORTCOMINGS 

4.1. Unclear Responsibility 

The most obvious problem of using AI, in fact it is a 

problem in most AI areas, is the ascription of 

responsibility. Although AI can have very high reliability, 

the possibility of fault is never eliminated completely. 

Treating mental patient should be very careful. Woeful 

results can be produced if the curation is not proper. It 

has been proposed that the programmers should take all 

the obligation for the algorithm they produced [24]. 

Nevertheless, it is a completely different story when we 

are discussing AI. One of the most classic characteristics 

of AI is the ability of independent evolution. While it 

brings AI the ability that exceed human intelligence, it 

also brings a moral dilemma because even the 

programmers cannot anticipate the final results. 

Therefore, it is unsuitable to let them take the 

responsibility [25]. Moreover, when the AI is installed 

around the world and used for long time, it is nearly a 

total certainty that AI will make mistake sooner or later. 

As long as this dilemma is not resolved, psychiatrists can 

only use AI as a counselor which may potentially weaken 

the efficacy of AI. 

4.2. Lack of sympathy and empathy 

The lack of empathy and sympathy is another big 

issue that makes it unfitted for real medical scene. While 

necessary, AI cannot show empathy and sympathy when 

diagnosing. The common feature of many mental 

patients are unstable moods which can lead to tragedy. 

Hence, sympathy and empathy are needed to comfort 

patients’ feelings. Furthermore, empathy is also 

necessary when detecting the data hidden by the patients. 

Although discriminating facial expressions can be done 

fairly accurately by convolution algorithm, it is still hard 

for them to understand and deal with the moods 

ingeniously. In addition, sympathy cannot be reduced to 

compassionate sentences. As long as AI is algorithm and 

has not reached strong AI level, there is no way for 

patients to consider them as emotional beings, therefore 

any comfort would be too weak to take effect. However, 

there are still many work to do before reaching artificial 

empathy [26].  

4.3. Increased stigma to patients 

AI can also harm patients by labelling the patients 

with negative brand. The words used in biomedical 

model (disorder, symptom) are pathologizing “normal” 

responses of patients. Being recovered not only means 

symptoms elimination but also includes stigma 

dispensation [27]. This is because the brand brought to 

patients can lead to social anxiety [28]. Moreover, social 

ostracism can also result in painful consequences [29, 30]. 

Therefore, it is reasonable to worry about that patients 

may not emotionally accept to be judged by a machine. 

This effect can be amplified by the high reliability of AI 

since it is suggesting that the patients are definitely 

disordered. It would be putting the cart before the horse 

if diagnosis itself makes the circumstances even worse. 

4.4. Psychiatrist-AI conflicts 

AI can also bring negative effects to psychiatrists 

during the curation. Previous study suggested that most 

of the psychiatrists (83%) does not think AI can provide 

care better than them. Moreover, only 3.8% of them 

believed that AI can take over their jobs completely [31]. 

More surprisingly, half of the psychiatrists do not even 

deem that AI can bring extensive effect to their jobs. The 

convergent evidences has shown that the human experts 

are not ready to cooperate with AI. It can be predicted 

that, the launch of AI will be opposed by psychiatrists 

furiously, especially when the results of AI contradict to 

those of psychiatrists. This would also discourage people 

to step into this profession because the training time is 

too long but the future of the career is unsured. 
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5. CONCLUSION 

In this paper, we have reviewed some neural 

networks that have fairly high accuracy in diagnosing 

schizophrenia, depression, and anxiety. The advantages 

and shortcomings of using these networks in real-life 

scenes are also discussed. From this paper, we can know 

that although in technological aspects, there is no doubt 

that we can use the technologies in the near future. 

However, the technologies are not the barriers that stop 

them from yielding their highest potentials. The ultimate 

purpose of diagnosing is to cure. Nonetheless, although 

it can help, diagnosing better does not mean cure better. 

Instead, if the shortcomings are not conquered, it is 

possible that the technologies may even disturb the 

curation, not only by hurting patients, but also hindering 

the psychiatrists. We are still far away from replacing 

psychiatrists completely with AI so if psychiatrists are 

not ready to work with AI, it is worth to ask to what 

extent the AI can really help us. Moreover, the unclear 

accountabilities may result in a crisis of confidence in 

psychiatrists which make the curation even harder. In 

conclusion, though AI is powerful, there is still many 

works to do to bring AI into real scenes.   
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