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ABSTRACT  

The erratic demand for bottled drinking water (BDW) products caused the sales target not to be achieved for several 

periods. One of the efforts that can be made by the management so that the amount of production is correct is by 

forecasting demand. This study aims to determine the best forecasting model using the Artificial Neural Network 

(ANN) method with the Backpropagation algorithm, supervised learning. The activation function used is the binary 

sigmoid function (logsig). Based on the result, the best architectural model is found in neurons 3-4-1 with an MSE 

value of 0.0002 and a MAPE value of 2.346%. 
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1. INTRODUCTION  
The increasingly crucial industrial competition en-

courages every company to have a competitive ad-

vantage in terms of quality, price and flexibility. This is 

necessary for the company to increase profitability, pur-

sue growth, and be able to survive in business competi-

tion. This goal can be achieved through effective deci-

sion making so that it can fulfil the company's strategic 

functions in the future [1], [2]. One of the efforts to main-

tain the competitiveness of companies in global compe-

tition and maximize profits is by implementing good sup-

ply chain management so that customer satisfaction can 

be achieved optimally [3].  

Supply chains are often associated with a lot of un-

certainty and complexity in the modern world. This un-

certainty arises due to various factors such as supply 

chain networks, partner company activities, customer be-

haviour, competitor behaviour, emerging technologies, 

and new product development, all of which contribute to 

an unstable supply chain [4]. An unstable market will 

create negative consequences in the form of erratic de-

mand. However, this can be avoided by accurately pre-

dicting demand so that market needs can be optimally 

fulfilled.  

Demand forecasting is the basis for many manage-

rial decisions in the supply chain such as demand plan-

ning, order fulfilment, production planning, and inven-

tory control [5]. An efficient and accurate demand fore-

casting system can play a major role in minimizing in-

ventory costs [6]. Companies that are unable to meet 

market needs and consumer demand will result in re-

duced opportunities to gain company profits. On the 

other hand, excessive production can result in companies 

experiencing losses because they have to pay for inven-

tory. Therefore, a forecasting method with a high degree 

of accuracy and minimum error is needed.  

As for the selection of the right forecasting method, 

several considerations are needed, such as the suitability 

of the method with the real conditions to be modeled and 

being able to accommodate the factors that influence it 

[7]. The forecasting method that is generally used to es-

timate demand is the time series method. This method 

aims to predict the behaviour of complex systems simply 

by looking at past patterns based on the same phenome-

non [8]. In the time series method, there are several ways 

that are often used, one of which is the traditional method 

based on the concept of statistical probability. However, 

these methods often give unsatisfactory results because 

the time series method only process past data (historical 

data) without considering external factors that influence 

Advances in Engineering Research, volume 210

Conference on Broad Exposure to Science and Technology 2021 (BEST 2021)

Copyright © 2022 The Authors. Published by Atlantis Press International B.V.
This is an open access article distributed under the CC BY-NC 4.0 license -http://creativecommons.org/licenses/by-nc/4.0/. 216

mailto:primadennysentia@unsyiah.ac.id


consumer opinion. Therfore, the traditional forecasting 

approach cannot provide a good demand estimate [6].  

One of the more up-to-date time series forecasting 

methods that can effectively synergize the factors that af-

fect output is an Artificial Neural Network (ANN). ANN 

is part of an artificial intelligence system that is used to 

process information designed to mimic how the human 

brain works in solving problems by carrying out the 

learning process through changes in the weight of its syn-

apses. ANN can be used to solve problems related to op-

timization, forecasting, modeling and simulation, global-

ization and decision making. ANN can implicitly detect 

complex nonlinear relationships between dependent and 

independent variables and is suitable for complex infor-

mation processing [9]–[11]. 

One of the ANN training algorithms that is widely 

used in the field of pattern recognition is backpropaga-

tion that often used in solving complex problems related 

to identification, prediction, and pattern recognition. 

Backpropagation is classified as a supervised learning or 

training algorithm and uses error correction learning 

rules. This algorithm has advantages in the aspects of 

system learning (adaptive) and has a small error risk 

(fault tolerance) for problem solving [12]–[14]. 

Several studies using the ANN method with the 

Backpropagation algorithm have been carried out for 

forecasting. Among them is research on forecasting the 

amount of production demand using time series data 

[13], [15]–[17]. This method is also applied to sales fore-

casting with time series data [18][19]. Based on some of 

these studies, it can be stated that ANN with the Back-

propagation algorithm has been proven to be used to 

solve problems in forecasting. Forecasting using the 

ANN method shows more optimal results than forecast-

ing using traditional methods. This is influenced by dif-

ferent input and data processing processes. The network 

architecture model in ANN makes it possible to model 

optimal forecasting so that it can approach the actual con-

ditions, while the input to forecasting with the traditional 

method only uses numerical series [19]. 

One of the industries that is growing rapidly today 

is the Bottled Drinking Water industry (BDW). Compe-

tition in the BDW industry is getting tighter and shows a 

bright prospect going forward. Apart from the fact that 

water is the primary need of every individual, population 

growth and changes in community habits have made the 

BDW industrial market continue to increase [20]. As a 

result, competition between the BDW industries in com-

peting for the market can be a threat to all entrepreneurs 

engaged in BDW [21]. Therefore, this study aims to ob-

tain a forecasting model that is used to predict demand 

for BDW using the ANN method with the Backpropaga-

tion algorithm. The model obtained is a simulation model 

that will be applied to the software to determine the 

amount of product demand in the next period. 

 

2.  METHODS  
This research is a case study on one of the BDW 

industries in Aceh for the box of 600 ml bottles (each box 

contains 24 bottles). The purpose of using the ANN 

method is to find historical data patterns and extrapolate 

these patterns to the future by processing the factors that 

affect output. The existence of a network architecture 

model in ANN makes it possible to create an optimal 

forecasting model so that the forecasting results can ap-

proach the actual value [19]. ANN inputs in this study are 

sales data, production capacity, production costs, and 

product sales targets.  

The algorithm used in the ANN method is back-

propagation because the algorithm is able to train the net-

work's ability to recognize patterns and respond correctly 

to input patterns that are similar (but not the same) to the 

patterns used during training. With supervised learning, 

where the output value is known, the weight can be ad-

justed repeatedly to obtain a small error value between 

the predicted results and the expected target.  

Data that serves as input in this study is divided into 

two parts, namely training data and testing data. The var-

iables used in the ANN input are sales data (X1), produc-

tion capacity data (X2), and production cost data (X3), 

while the output is sales target data (Y). Historical data 

used for short-term forecasting will produce less uncer-

tainty (more accurately) than long-term forecasting be-

cause in short-term forecasting conditions that affect de-

mand tend to remain or change slowly. Therefore, the 

training data set in this study used 24 data and 12 test 

data. Yao and Tan [22] state that until now, there has 

been no standard rule in determining the composition of 

the measurements used for both training and testing data. 

This data sharing is intended so that the network obtains 

sufficient training data and testing data can test the 

achievement of training results.  

At the data transformation stage, there are two main 

activities, namely data normalization and network archi-

tecture design. In the normalization stage, the sales data 

is first transformed into data with a range [0-1]. Normal-

ization aims so that the network does not experience fail-

ure when conducting training and testing. After that, the 

network architecture design stage and parameter deter-

mination are continued. The number of hidden layers and 

parameters is determined by trial and error. Data normal-

ization is carried out based on the equation 1 [23]. 

𝑥′ = 
0.8 (x − a)

b − a
 + 0.1                     (1) 
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where:  

x’ = Normalized value  

a   = Minimum range value 

b   = Maximum range value 

x   = Value to be normalized 

 

Data training is conducted using Mean Square Error 

(MSE) to compare actual data with ANN results. If the 

ANN results are not much different from the actual data, 

this artificial neural network design can be used as a 

model for the data testing phase. The best architectural 

design is obtained if it produces small errors. As for this 

training, the trainrp network training function is used. 

The use of trainrp because the backpropagation network 

uses the binary sigmoid activation function. 

At the data testing stage, the best training results 

will be tested using the prepared test data. The training 

and testing process largely determines the validation pro-

cess. Data testing is performed using Mean Absolute Per-

centage Error (MAPE) to measure network validation on 

the entire data. Furthermore, data denormalization is car-

ried out against the simulation results that have been ob-

tained to obtain the original value of the forecasting re-

sults. Denormalization of data using equation 2 below. 

 

x = 
 (x'- 0.1)(b - a)

0.8
 + a                          (2) 

where: 

x    = Denormalization of forecasting data’s result  

a    = Minimum range value of all forecast results 

b    = Maximum range value of all forecast results 

"x" ^"'"     = Forecasting data that will be denormalized 

 

3. RESULTS AND DISCUSSION 

3.1. Data normalization 
Normalization can solve data problems at different 

scales. The activation function used in this study is binary 

sigmoid which has an output range of [0-1]. This is based 

on the sigmoid function which is an asymptotic function 

with a value that never reaches 0 or 1. Table 1 shows the 

results of data normalization. Based on the results of cal-

culations in Table 1, it can be seen that any data that has 

been normalized is in the range [0-1] so that the data can 

be used for the next data processing.  

The determination of the parameters and the design 

of the network architecture are carried out sever-al times 

of trial and error in determining the number of neurons 

and giving the parameter values. There is no provision 

for definite parameters in order to obtain the minimum 

error [23]. Therefore, it is necessary to carry out repeated  

Table 1. The results of data normalization. 

No. 
Data Input Data output 

No. 
Data Input Data output 

X1 X2 X3 Y X1 X2 X3 Y 

1 0.108 0.107 0.106 0.106 19 0.794 0.802 0.806 0.803 

2 0.103 0.104 0.102 0.103 20 0.828 0.837 0.838 0.523 

3 0.100 0.100 0.100 0.100 21 0.798 0.806 0.804 0.505 

4 0.315 0.315 0.315 0.314 22 0.691 0.695 0.694 0.535 

5 0.301 0.301 0.300 0.300 23 0.677 0.685 0.686 0.457 

6 0.433 0.434 0.440 0.435 24 0.779 0.783 0.783 0.505 

7 0.545 0.549 0.549 0.548 25 0.102 0.101 0.100 0.102 

8 0.524 0.525 0.521 0.526 26 0.100 0.100 0.104 0.100 

9 0.505 0.506 0.503 0.506 27 0.244 0.245 0.241 0.244 

10 0.534 0.537 0.539 0.556 28 0.346 0.346 0.338 0.346 

11 0.453 0.457 0.458 0.457 29 0.177 0.174 0.172 0.174 

12 0.504 0.506 0.506 0.505 30 0.128 0.126 0.126 0.125 

13 0.730 0.734 0.737 0.738 31 0.331 0.331 0.322 0.331 

14 0.591 0.595 0.594 0.604 32 0.519 0.519 0.504 0.520 

15 0.897 0.900 0.900 0.900 33 0.900 0.900 0.900 0.900 

16 0.812 0.817 0.814 0.818 34 0.431 0.432 0.420 0.162 

17 0.683 0.686 0.684 0.690 35 0.319 0.319 0.310 0.141 

18 0.662 0.668 0.668 0.668 36 0.193 0.192 0.188 0.117 
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experiments to obtain optimal results. Ta-ble 2 shows the 

determination of the ANN product ar-chitecture. Based 

on Table 2, it can be seen that the architectural model 

with the parameter value that pro-duces the smallest error 

is the 3-4-1 network architec-ture with a learning rate (lr) 

of 0.1, constant momentum (mc) of 0.9, epoch of 5000. 

and uses the logsig activa-tion function produces an error 

of 0.006. 

In this study, the set lr value is 0.1 because if the lr 

used is too large, the network learning process will be 

less stable and reach a local minimum point. Meanwhile, 

the small lr is used to avoid too large a response to the 

error of a learning process pattern. Fig.1 shows the net-

work architecture that is formed.  

One of the efforts to get the smallest error is done 

by coordinating lr and mc well. Mc will cause the net-

work to adjust for a greater weight as long as the correc-

tion is in the same direction as the existing pattern. After 

conducting several experiments, the selected mc is ob-

tained at 0.9 because it obtained the smallest MSE value. 

The number of iterations set is 5000 and the desired goal 

is 0.001. 

 

 
Figure 1. The network architecture. 
 

3.2. Data training 

In the process of designing the best network ar-

chitecture, the data will be separated into two parts, 

namely training and testing data. The data sharing is in-

tended so that the network gets sufficient training data 

and testing data can test the achievement of training car-

ried out based on the MSE value of training data and 

MAPE test data [15].  

 

 
Figure 2. ANN performance. 

 

The process of determining the weight changes and bias 

in this training uses the trainrp training function, while 

the error calculation method uses the MSE function. The 

trainrp function is used in this study because the back-

propagation network uses the binary sigmoid activation 

function. Figure 2 shows a graph of the best training per-

formance, namely 3-4-1 network architecture with a 

learning rate (lr) of 0.1 and constant momentum (mc) of 

0.9. 

Based on Fig. 2, the training results converged 

through 5,000 iterations and took 8 seconds. The MSE 

value obtained is 0.0066517 which is the smallest goal 

value on the network. At the start of the training, there 

was an indication of a decline that was too fast. This is 

because the training function used is trainrp. After that it 

can be seen that the line decline gradually. 

Furthermore, Fig. 3 shows a graph of the regression 

results of product data training, where the regression 

value is obtained of 0.9206. This means that the actual 

variables with ANN in training have a good correlation 

X1

X2

X3

Z1

Z2

Z3

Y

Input Layer Hidden Layer Output Layer

X1

X2

X3

bv bw

V11

V12

V21
V22

V31 V32

W1

W2

W3

V34

V23

V13

Z4

V14

V24

V33 W4

Table 2. The determination of the ANN product architecture 

No. Neuron 
Parameter 

lr mc Epoch Goal Function of Activation Error 

1 3-3-1 0.1 0.2 5000 0.001 Logsig 0.008 

2 3-4-1 0.1 0.9 5000 0.001 Logsig 0.006 

3 3-5-1 0.2 0.1 5000 0.001 Logsig 0.007 

4 3-6-1 0.1 0.9 5000 0.001 Logsig 0.007 

5 3-7-1 0.2 0.1 5000 0.001 Logsig 0.008 
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even though there are some data that have not spread fol-

lowing the expected fit or target line. The graph also  

shows data verification and it appears that there are some 

differences between the target data and the ANN result 

data, but they are not too significant. 

 

 
Figure 3. The regression results of product data train-

ing. 

 

The correlation measure of 0.9206 proves that there 

is a high degree of association because the closer to the 

value 1, the stronger the relationship between variables. 

The high degree of association between the related vari-

ables includes sales volume, production capacity, and 

production costs on demand for bottled drinking water 

products. Production demand is closely related to sales 

results, capacity and production costs because if demand 

increases, sales results, capacity and production costs 

will also increase. 

 

 

 

3.3. Data testing 
The activation function used in data testing is 

the binary sigmoid function (logsig) and the identity 

function (purelin). Figure 4 presents a graph of the com-

parison of ANN and target output data. 

 

 
Figure 4. The comparison of ANN and target output 

data. 

 

Based on Figure 4, it can be seen that overall there 

are no significant difference between the ANN results 

and the target data. This indicates that the overall ANN 

result model is similar to the target data. The MSE value 

obtained is 0.00024115 indicating the smallest and most 

optimal goal value on the network. Thus, it can be said 

that the testing process of the data obtains optimal fore-

casting results. 

The test results obtained will be validated against 

the actual data using MAPE. Validation is carried out to 

see the performance of the ANN network in recognizing 

actual data patterns. The following is the result of the 

MAPE calculation to compare the actual data with the 

Table 3. MAPE calculations 

No. Actual (a) ANN (b) a-b ABS((a-b)/a) ((a-b)/a)*100 

1 4,038 4,074 -36 0.009 0.902 

2 4,025 4,091 -66 0.017 1.650 

3 5,231 4,993 237 0.045 4.545 

4 6,080 5,916 164 0.027 2.702 

5 4,666 4,549 117 0.025 2.509 

6 4,262 4,239 22 0.005 0.534 

7 5,954 5,752 201 0.034 3.385 

8 7,524 7,693 -168 0.022 2.244 

9 10,712 10,527 184 0.017 1.724 

10 6,795 6,768 27 0.004 0.400 

11 5,857 5,633 223 0.038 3.819 

12 4,802 4,622 179 0.037 3.744 

MAPE 2.346 
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ANN results. Table 3 provides the information about 

MAPE calculations. 

Based on Table 3, it can be seen that the overall 

MAPE value obtained is 2.346%. So the level of accu-

racy of the forecasting results is very good because it is 

far below 10%. Thus, it can be stated that there is no sig-

nificant data deviation between the actual data and the 

ANN forecasting results. 

 

3.4. ANN forecasting 
After obtaining the best architectural model from 

the training and testing process, the model can be used to 

forecast the number of sales for the next 12 periods. The 

ANN forecasting results are normalized to find out the 

original value. Table 4 illustrates the forecasting of the 

obtained products. 

Based on Table 4, it can be seen the results of fore-

casting demand for 600 ml bottles where the highest de-

mand was in period 9 with a total of 10,527 boxes, while 

the lowest demand occurred in period 1 with a total of 

4,074 boxes. 

 

Table 4. The result of ANN forecasting. 

Forecasting 
period 

ANN Result 
Forecasting Result 

(box) 

1 0.106 4,074 

2 0.108 4,091 

3 0.216 4,993 

4 0.326 5,916 

5 0.163 4,549 

6 0.126 4,239 

7 0.307 5,752 

8 0.539 7,693 

9 0.878 10,527 

10 0.428 6,768 

11 0.292 5,633 

12 0.171 4,622 

 

4. CONCLUSION  
Based on the results and discussions from BWD de-

mand forecasting model using the Artificial Neural Net-

work (ANN) method with the Backpropagation algo-

rithm, it is found that the 3-4-1 architectural model has a 

minor error value. Forecasting results for the successive 

12 periods produce MSE value of 0.00024115 and 

MAPE value of 2.346%. Based on the forecasting results, 

the highest demand is in period 9 with 10,527 boxes, 

while the lowest demand is in period 1 with 4,074 boxes. 
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