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ABSTRACT 

Deep Learning has revolutionized computer vision, natural language processing, speech recognition, and information 

retrieval. However, as deep learning models developed, their parameter count, latency, and resource requirements rose. 

As a result, a model's footprint, as well as quality, should always be addressed. Academics and industry have identified 

neural network-based deep learning as a possible research subject. Deep learning algorithms have had tremendous 

results. This paper will review neural networks' deep learning methods for auditory event detection. For this reason, this 

paper aims to examine both highly and weakly labelled acoustic event detection systems based on deep learning. This 

article also discusses how deep learning might help detect events and the challenges in upcoming real-world scenarios. 
We briefly define the issue of model efficiency in deep learning, then cover the foundational work in the five core areas 

of model efficiency (modelling approaches, infrastructure, and hardware). 
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1. INTRODUCTION  

Due to the breadth of its applications and recent 

technological developments, object discovery has gained 

increasing attention in recent years. This topic is 

currently the subject of substantive research in academia 

and real-world applications, including security 

surveillance, autonomous driving, transit monitoring, 

drone scene analysis, and robotic vision. Among the 

many variables and efforts that have contributed to the 

rapid development of object identification systems, 

significant contributions must be made by developing 

deep convolutional neural networks and the 

computational power of GPUs [1]. Currently, deep 

learning models are widely used in computer vision, 

including the detection of general and field-specific 

objects. Most modern object detectors use deep learning 

networks as the backbone and detection network to 

extract, classify, and localize properties from input 

images (or videos) [2]. One of the most amazing machine 

learning approaches now available, and deep learning has 

seen significant success in various applications, 

including image analysis, audio recognition, and text 

comprehension [3]. It uses supervised and unsupervised 

learning methodologies to learn multi-level 

representations and features for classification and pattern 

recognition tasks in hierarchical systems. Sensor 

networks and communication technology have recently 

advanced, allowing for the collection of massive amounts 

of data. While big data has a lot of potential in fields like 

e-commerce, industrial control, and intelligent medical, 

it also has a lot of challenges in data mining and 

information processing because of its high volume, 

variety, velocity, and veracity. During the last few years, 

deep learning has played a significant role in developing 

big data analytic solutions [4]. Deep learning is critical 

for big data solutions because it extracts valuable 

knowledge from complicated systems [5]. Deep learning 

has been one of the most active research topics in 

machine learning since its inception in 2006 [6]. Indeed, 

deep learning began in the 1940s. However, typical 

multi-layer neural network training approaches always 

generate an ideal local solution or cannot guarantee 

convergence. As a result, despite their more outstanding 

performance in learning and representing features, multi-

layer neural networks have not received broad 

acceptance. In [7], the authors introduced a two-stage 

strategy for active deep learning training, reviving deep 

learning for the first time. Additionally, the rise in 

processing power and data volume contributes to the 

increased interest in deep learning. As the era of big data 

approaches, a significant number of samples will be 

available for training the parameters of deep learning   

models. Meanwhile, training a deep learning model at 

scale requires high-performance computer devices. 
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Consider Raina et cetera.'s network of deep beliefs. It's 

easy to get started with over 25 million free tutors and 

millions of training data. When a GPU-based framework 

is used, the training time for such a model is decreased 

from several weeks to around one day. In [8], authors 

mentioned that Deep learning models often acquire 

hierarchical qualities and huge data representations by 

uncontrolled pre-training and a supervised fine-tuning 

strategy in deep structures of classification and 

recognition tasks. In [9], authors mentioned that Deep 

learning has excelled in various applications, including 

computer vision, natural language processing and 

reading ability. Deep learning has made tremendous 

progress in learning the features of big data in recent 

years [10]. Compared to shallow machine learning 

approaches such as Supported Vector Machines and 

Naive Bayes, deep learning models may combine low-

level inputs of vast amounts of data with high diversity 

and fidelity to extract high-level features and develop 

hierarchical representations. In [11], the authors 

mentioned that existing domain-specific image object 

detectors are divided into two types: two-stage sensors 

and Faster R-CNN. A single-stage detector is the other 

option. Achieve high object localisation and recognition 

accuracy using two-stage detectors while using one-stage 

sensors. In [12], the authors mentioned that regional 

pooling can split two-stage detectors into two stages. The 

initial step, R-CNN, is referred to as RPN or Region 

Proposal Network. The second stage collects features 

from each candidate box using RoI Pooling for 

classification and bounding-box regression.  

We discuss and assess object detection using deep 

learning. Due to the rapid progress of computer vision 

research, the Deep Learning-Based Object Detection 

approach may be out of date.  Our work discusses new 

innovative solutions but skips over the fundamentals 

necessary for readers to comprehend deep learning 

detection. Additionally, unlike past studies on object 

detection, this one examines deep learning-based 

approaches to object identification, as well as 

contemporary detection solutions and research trends. 

2. ARTIFICIAL INTELLIGENCE AND 

DEEP LEARNING 

Recent advancements in computer science shown that 

artificial intelligence was critical to reaching and 

surpassing numerous sectors [13]. To simplify the 

relationship between artificial intelligence, machine 

learning, deep learning, and neural networks, consider 

the example of Russian nesting dolls (figure1). 

 

Figure 1. Artificial intelligence, machine learning, deep 

learning and neural network. 

Machine learning (ML) is an effective way to achieve the 

goal of artificial intelligence. Many machine learning 

techniques, such as deep learning, have been created to 

train a machine to make classifications and predictions. 

It uses convolutional neural networks (ANNs). 

Machine learning (ML) is a cost-effective way to achieve 

artificial intelligence. Several machine learning 

approaches, including deep learning, have been 

developed to teach the machine to create classifications 

and predictions. Neural networks (ANNs) are used. 

Artificial neural networks (ANNs) or neural networks are 

algorithms modelled after the architecture of biological 

neural networks. It's a set of algorithms that try to 

determine the fundamental correlations in a data set using 

a process that simulates how the human brain works [13]. 

Three layers make up a neural network: 

The input layer contains the raw data of the neural 

network. 

It is the middle layer between the input and output layers. 

It is the site of accounts. The output layer is responsible 

for providing results based on the raw data. The 

architecture of the neural network is illustrated in Figure 

2. 

Deep neural networks (ANN) or neural networks are 

algorithms modelled after the architecture of biological 

neural networks. It's a set of algorithms that try to 

determine the fundamental correlations in data collection 

using a process that simulates how the human brain 

works [14]. Three layers of a neural network: 

 The input layer contains the raw data of the 

neural network. 

 It is the middle layer between the input and 

output layers. 

 It is the site of accounts. 

The output layer is responsible for providing results 

based on the raw data. The architecture of the neural 

network is illustrated in Figure 2. 
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Figure 2 Architecture of a Neural Network  

2.1. Deep Learning Models 

2.1.1. Convolution Neural Network 

In [15], the authors mentioned that the convolutional 

Neural Networks (CNNs) are deep learning algorithms 

becoming increasingly popular. It enables AI systems to 

automatically recognize how characteristics are extracted 

from inputs to perform a task, such as image 

classification, face authentication, and semantic 

segmentation of images. Figure 3 shows the construction 

of a convolutional neural network, and the CNN 

algorithm is illustrated in Figure 4. 

 

Figure 3. Structure of a Convolutional Neural Network  

 

Figure 4. Algorithm of CNN 

2.1.2. Recurrent Neural Network 

Recurrent neural networks (RNNs) have been created to 

model the time series problem. The RNN input includes 

the current and previous samples. Each neuron in an 

RNN has a memory that stores information from the 

neuron's previous computation. RNNs are a type of 

neural network that is used in natural language 

processing [16]. The architecture of the recurrent neural 

network is illustrated in Figure 5. 

 

Figure 5 Structure of a Recurrent Neural Network 

2.1.3. Generative Adversarial Network 

Two components make up a Generative Adversarial 

Network (GAN): The generator generates reliable data 

that serve as passive training for the discriminator. 

Discriminator: It distinguishes between fictional and 

credible facts generated by the generator. Figure 6 

illustrates the structure of the generative adversarial 

network [17]. 

  

Figure 6 Structure of a Generative Adversarial Network 

2.1.4. Deep Reinforcement Learning 

DRL is the relationship between DNNs and 

reinforcement learning. As shown in Figure 7, it is used 

to solve situations in which a worker interacts with his 

environment in discrete time steps [18]. 
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Figure 7 Deep Reinforcement Learning 

3. ALGORITHMS FOR EVENT 

DETECTION 

3.1. Event detection 

An 'event' is rarely defined. There are three distinct 

types of "events". The first meaning may be something 

that happens at a specific time and place' [19]. However, 

it omits information about the nature and length of the 

event. The second relates to a particular circumstance 

involving humans, which includes humans in scenarios. 

It is widely used in computer science and applied 

disciplines [20], wearable sensors, health management, 

and business intelligence, as well as in crises, crime, 

media and communications, and social sciences [21]. The 

final definition refers to a 'change in position during the 

experimental evaluation [22]. Events in terms of space 

and time require more accurate detection and monitoring 

in terms of content, location, and time to help support the 

decision [23]. Event detection activities require various 

degrees of timing or performance in real-time, ranging 

from seconds to minutes to days. The five categories of 

event extraction approaches are rule-based, statistical, 

probabilistic, image processing, deep learning, and 

simulation methods [24]. We will introduce several 

algorithms in the next part, focusing on the deep learning 

method. 

3.2. Algorithms for Event Detection  

In Table 1, we summarize the accuracy of several event 

detection methods used in deep learning: 

 

 

 

 

 

 

 

 

Table 1. Algorithms For Event Detection 

 

 

 

 

 

 

 

Event Algorithm Accuracy Réferen

ce 

Eye tracking Random 

Forest 

88% [25] 

Speech, cough and 

breathing 

Logistic 

regression 

and SVM 

80% [26] 

Foot step KNN, SVM, 

Single tree,  

Bagged tree, 

Nested tree  

KNN 47

% 

[27] 

Single 

Tree 

50

% 

SVM 54

% 

Bagge

d Tree 

54

% 

Neste

d tree 

87

% 

Cough Convolution

al neural 

network 

CNN 

89.05 % [28] 

Electroencephalogra

phy EEG Signals 

During Sleep 

Convolution

al neural 

network 

CNN 

79% [29] 

Prediction of Future 

Terrorist Activities  

Single-layer 

neural 

network 

(NN), five-

layer DNN, 

and three 

traditional 

machine 

learning 

algorithms., 

logistic 

regression, 

SVM, and 

Naïve Bayes 

96% [30] 

Terrorist Video 

Detection 

Faster R-

CNN and 

LightGBM 

99.73% [24] 
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3.3. Discussions  

Artificial intelligence has come to prominence due to big 

data and intelligent algorithms. Artificial intelligence 

aims to develop intelligent computers capable of 

performing functions traditionally performed by humans. 

As a result, artificial intelligence has been classified as an 

interdisciplinary science. However, technological and 

educational advancements have led to near-perfect 

graphics in almost every sector. The robot's mind 

processes the input. DL and Natural Language Decoding 

are critical to anything from strategy game machines to 

autonomous vehicles. By storing vast amounts of data 

and creating data patterns. However, creating AI 

concepts and vocabulary is a challenge. Apart from the 

preset goals, AI is concerned with data-based 

(knowledge) decisions.  AI has made great strides over 

time. On the other hand, our survey piece looks at the 

following developments in AI: (+) AI improves existing 

products. (+) Artificial Intelligence Doubles Down on 

Data Collection The Deep Neural Network is incredibly 

accurate. (+) AI discovers new information by using deep 

neural networks with multiple hidden layers. (+) Through 

revolutionary learning approaches, AI adapts data to 

programming. (+) AI efficiently and accurately 

automates repetitive learning and monitoring processes 

through data. 

4. CONCLUSION AND FUTURE WORK 

Without the need for any coding, machine learning can 

be used to improve the accuracy of programs. Using 

historical data, computer algorithms display the latest 

patterns. Machine learning enables programs to 

understand and learn without directly producing it. 

Aggregate data and data classification are just a few of 

the applications. Machine learning approaches are 

categorized into four groups based on the available data 

and intended learning activities. 

o Supervised Artificial Intelligence (SML) 

o Study under semi-supervised (SSL) 

o Unsupervised Machine Learning (UML) 

To summarize, deep learning technology is used in 

various academic fields, including speech recognition, 

image processing, computer vision, graphics, and 

medicine. This technology has become an essential tool 

for discovering events in the modern era. This 

preliminary study provides an overview of several event 

detection algorithms and their associated accuracy. We 

are now investigating several scenarios and collecting 

data to extend this work and apply it to real-world 

situations. 
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