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ABSTRACT 

The robot brings automation to every sector of human life, including agriculture. Automation in agriculture might be 

the solution to get a higher quality harvest and less dependency on human farming. The most suitable type of robot for 

harvesting is an arm robot manipulator. The harvesting robot needs "eye" to "see" the crop/fruit to be harvested. The 

detection is made possible by using image processing to get the fruit position. The fruit position is the input for a visual 

servoing robot. The image processing needs to be simple and effective to ensure less computational time to facilitate 

the limited memory of the available microcontroller. This paper proposes three image processing methods, i.e., image 

segmentation, edge detection, and blob analysis. The processes were conducted in SCILAB, and three fruit were used 

as the model, i.e., oranges, grapes, and tomato cherry. The results showed that all the fruit are detected and isolated by 

the vegetation background. 
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1. INTRODUCTION 

The robot brings automation to every sector of human 

life, including agriculture. Automation in agriculture 

promises a solution for fresh fruit harvesting because a 

robot can monitor the farm 24/7 without stopping. The 

seasonal fruit requires the perfect handling at harvest 

time to ensure its freshness from the picking time until 

being marketed to the customers. This robot invasion to 

agriculture is called digital farming, and by applying 

digital farming, it is expected that the harvested fruit has 

higher quality and less dependency on human labor [1]-

[10]. Less dependency is necessary due to the aging 

farming and fewer young people participating in the 

farm. 

Arm robot is the most suitable type of robot for 

harvesting because its end-effector can be customized as 

needed [7]-[14]. Although the mobile robot also plays 

some parts in harvesting in some applications, arm robot 

manipulator is still the best option. The eye is a critical 

requirement for picking up the crops, and visual servoing 

is the right method to create a capable eye for the job. 

Visual servoing is the method of controlling the robot by 

taking the input from robot vision [8][11]-[12]. Robot 

vision relies heavily on image processing [15]-[30].  

The fruit position is considered the target, and this is 

detected using image processing [24]-[29]. The problem 

with image processing is that it requires more memory 

for graphical computational time. Although current 

technology has allowed the assembly of cheap robot due 

to the significant decrement of component prices, the 

currently available microcontroller is still in limited 

memory capacity.  

As the main controller of the robot, a microcontroller 

has to share its memory between controlling other parts 

of the robot such as actuators and sensors and processing 

the image captured by a camera. Due to this limitation, it 

is necessary to apply a simple yet effective method that 

does not require much computational time.  

The image processing in harvesting robot has to be 

conducted online, and this online process has to deal with 

many noises such as camera motion if eye in hand camera 

is applied, occlusions if the time-of-flight camera is 

applied, and vegetation around the fruit that might have 

the same colors of creating an occlusion. Therefore, an 
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effective method should be able to overcome these 

problems.  

Image segmentation [5][14], blob analysis 

[10][19][20], and edge detection [16]-[18] are among the 

standard method used for image processing. This paper 

proposes applying these methods for fruit detection, 

searches the fastest processing of those methods to detect 

and isolate the object, and overcomes the problems of 

occlusion and vegetation. Three fruit images are 

processed to show the effectiveness of the proposed 

methods, and all of them are still located on their trunks. 

The fruit is oranges, grapes, and tomato cherry. All the 

image processing is conducted using SCILAB, open-

source software that is as effective as the high-end 

software [31]. These methods have been tested using 

many objects during robot vision class in the Electrical 

Engineering Department of Politeknik Negeri Sriwijaya 

2. ARM ROBOT MANIPULATOR DESIGN 

The arm robot manipulator design for fruit harvesting 

is shown in fig. 2. This 4-DOF robot is suitable for 

picking up fruit. The camera can be installed at the end-

effector known as an eye in hand and installed elsewhere 

as a time-of-flight camera. The robot's end-effector can 

be equipped with scissors or knife to cut the branch and 

claw or finger-like to grab the fruit and move it to the 

basket. 

 

Figure 1 The designed arm robot manipulator 

3. IMAGE PROCESSING METHOD 

The image processing methods applied in this study 

are image segmentation, edge detection, and blob 

analysis. The original images are captured with a camera 

and processed using SCILAB for simulating fruit 

detection and isolating the fruit from noises such as 

vegetation and other occlusions. 

The images to be processed are grapes, a tomato, and 

oranges, as shown in figure 2. The processes of image 

processing presented in this paper are given in the block 

diagram shown in fig. 3. 

  

(a) Grapes (b) Tomato Cherry 

 
(c) Oranges 

Figure 2 Raw images 
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Figure 3 Steps of Image processing 

 

3.1 Image segmentation 

Image segmentation partitions an image captured by 

the camera into multiple segments or sets of pixels in 

order to define the representation of an image into a set 

of boundaries such as curves and lines in images. All the 

assigned pixels are labeled to find the pixels with the 

same characteristics, such as color, intensity, and texture. 

The image segmentation can also merely be divided 

between the foreground region of interest and the 

background.  
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The first step is by clustering in pattern recognition 

by partitioning a set of pattern vectors into subsets or 

clusters. The method used in this study is the thresholding 

method, where the raw image is converted into a 

grayscale image and then into a binary image within 

balanced histogram thresholding. The thresholding 

method replaces each pixel that has image intensity (Ii,j) 

lower than the thresholding value  (Ii,j < T)and white if 

the pixel has the image intensity more significant than the 

thresholding value (Ii,j > T). 

The histogram method requires the least computation 

time of the measurement-space clustering techniques 

since it only requires one pass through the data, compared 

to the iterative technique.  Histogram mode seeking is 

measuring the space of the clustering process by 

assuming that homogeneous objects in the image become 

the cluster in management space, i.e., on the histogram. 

The image segmentation is conducted by mapping the 

clusters back to the image domain, where the maximally 

connected components of the cluster labels constitute the 

image segments. 

3.2. Edge Detection 

The edge detection methods work by assuming that 

the edges occur in a discontinuity in the intensity function 

that is very steep in the image. Edge is defined as a very 

contrasting intensity value compared to pixels in the 

neighborhood. There are four steps in edge detection, i.e., 

image smoothing, enhancement, detection, and edge 

localization.  Object detection using edge detection has 

three methods, that are Sobel, Prewitt, and finally, Canny 

edge detection.  

The Sobel edge detection can be achieved by 

differentiating the intensity value of all pixels in an image 

and finding the maximum derivative point. A gradient is 

defined as the vector where its composition measures 

how fast the pixel value changes within the x and y-

direction. The gradient can be calculated by 

 

dx

yxfydxxf
x

x

yxf ),(),(),( 
  (1) 

 

dy

yxfdyyxf
y

x

yxf ),(),(),( 
  (2) 

where dx and dy are the distances along the x and y 

direction in sequences.  

The operator/kernel functions are to calculate 

the gradient of image intensity at each point. The 

maximum of magnitude gradient and direction of 

the gradient is given by  

22|| GyGxG   (3) 

 

Gx

Gy1tan  (4) 

where G is the gradient magnitude, and  is the gradient 

direction. The value of Gx and Gy is given in fig 4.   

 
Figure 4 The kernel for Sobel Edge detection 

 

The Prewitt edge detection is similar to Sobel. 

However, its filter is faster compared to Sobel. The kernel 

of Prewitt edge detection is suitable for an image with 

high contrast and less noise. Fig 5 shows the kernel of 

Prewitt edge detection, and the calculation of G and  is 

also given in (3) and (4). 

 
Figure 5 The kernel for Prewitt Edge detection 

 

Canny edge detection is considered the complex 

optimal edge detector. This method has to go through 

several steps: noise reduction, finding the intensity 

gradient of the image, finding the non-maximum value, 

hysteresis thresholding, geometric formulation of the 

Canny edge detector, and finding the variational 

geometric formulation of the Haralick-Canny edge 

detector. The Canny edge detection requires a longer 

processing time due to its multistage algorithm detecting 

various image sides. Fig 6 shows the kernel of Canny 

edge detection, and the calculation of G and  is also 

given in (3) and (4). 

 
Figure 6 The kernel for Canny Edge detection 
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3.3 Blob Analysis 

Blob (Binary Large Object) analysis is the technique 

to isolate a group of pixels representing some properties 

such as brightness and color and compare to surrounding 

regions within an image. All the points in a blob consider 

similar to each other. The first step of blob analysis is 

blob extraction. The extraction is conducted by 

comparing the blob with a template to match the local 

features such as points, lines, edge, and the detected 

region. The next step is blob classification by 

determining the blob characteristics and comparing the 

features of each blob with the features of the type of 

object sought.  

The last step of blob analysis is drawing the bounding 

box around a blob. The rectangle is drawn by finding the 

minimum x value, maximum x value, minimum y value, 

and maximum y value. The bounding box is also known 

as the ROI (Region of Interest). 

4. RESULT AND DISCUSSION 

The raw images in fig. 1 are captured by the camera 

and processed to detect the fruit and isolate them from 

their backgrounds. The image processing results are fruit 

position, and based on this position, the robot end-

effector can reach the target without being confused by 

the vegetation. Fig. 7-9 shows the separated target from 

the vegetation background. 

4.1 Image Segmentation 

The first method is by using image segmentation to 

detect oranges, shown in fig. 2. The image processing in 

this study uses the histogram method by simply setting 

the proper thresholding method to isolate the background 

with the oranges to be detected, as shown in fig. 2a.  The 

raw image is converted to an inverted image in fig. 7a, 

and fig. 7b shows the detected oranges different from 

their backgrounds vegetation. 

 

  

(a) Inverted image (b) The detected orange 

Figure 7 Image segmentation 

 

4.2 Edge Detection 

The raw image of grapes in its trunk is shown in fig. 

8. The first process is Sobel edge detection, shown in fig. 

8a where noises are still visible. During the convolution 

algorithm, noise is also included in the process. 

Therefore, the result is still noisy, and the shape of the 

grapes is not visible enough. 

 

  
(a) Sobel (b) Prewitt 

 

(c) Canny 

Figure 8 Edge detection for Grapes 
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The second step is Prewitt edge detection, where the 

noise still exists as points, but the result is better than 

Sobel edge detection. The noise is visible due to the size 

of the kernel filter, and coefficients are fixed and not 

adjustable to the image input. The result of Prewitt edge 

detection is shown in fig. 8b. 

The last edge detection is Canny. Canny edge 

detection is based on a Laplacian algorithm that is not 

sensitive to noise. The output filter image is tiny 

compared to the gradient-based algorithm (Sobel and 

Prewitt edge detection). The result of Canny edge 

detection is shown in fig. 8c, where the shape of grape is 

visible, this detection is suitable for detecting and 

tracking the fruit detection. 

4.3 Blob analysis 

Fig. 8 shows the blob analysis from the raw image of 

tomato cherry shown in fig. 2c. The first step is 

converting the raw RGB image into grayscale, as shown 

in fig. 9a. The gray level image is inverted and segmented 

using a manually selected threshold, and the result is 

shown in fig. 9b. where the tomato cherry has been 

separated from its background.  

 

  
(a) Grayscale (b) Thresholding 

  

(c) The detected blob (d) Bounding box 

Figure 9. Blob detection 

 

Fig. 9b is achieved by a cumulated histogram of the 

most significant detected blob. Fig. 9c is the detected 

blob achieved by taking the enormous blob and leaving 

out the other connected area more minor than this 

minimum size.  

Fig. 9c shows the bounding box by taking the x 

minimum, x maximum, y minimum, and y maximum. 

Moreover, by blob detection, the position of tomato 

cherry is detected, and this detection can be used as the 

input for visual servoing in controlling the arm robot used 

for fruit harvesting. 

The result of image processing in fig. 7-9 show that 

the fruit is successfully isolated from the vegetation, and 

its position is known. The detected position of fruit is the 

input to visual servoing to move the robot in cutting and 

grabbing the fruit during harvest time. 

5. CONCLUSION 

The harvest time of seasonal fruit requires special 

treatment to ensure that the picking fruit is ripe enough to 

endure the transport time from the farm to the market. 

Digital farming is an excellent solution to get a higher 

quality of fruit because the robot is available 24/7 for 

harvesting. This paper presents the image processing for 

fruit detection and isolates it from the vegetation. The 

fruit used as an example is the common fruit found in 

farming, such as oranges, grapes, and tomato cherry. The 

results show that the object is detected and relative 

requires less computational time and is simple. This 

simplicity and fastness in detecting the object are 

essential to ensure the available microcontroller in the 

market can conduct the processing. 
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