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ABSTRACT 

The prevalence of social media (e.g., Instagram, TikTok) heavily influences the social networks of teenagers and 

students. Recently, the popularity of “spill the tea” accounts, where account owners publish gossip about their 

classmates and friends, leads to a new form of cyberbullying. This manner, in particular, increases the victim’s 

vulnerability as social media penetrates their personal lives profoundly. Thus, this paper aims to examine methods to 

design and alter features of social media or web applications to help avoid such new forms of cyber-harassment among 

adolescents. The paper employs a qualitative approach by examining previous studies and cases to investigate the 

rationales behind creating, following, and witnessing gossip accounts. Insights from behavioral economics are provided 

for practitioners and platforms in hope of preventing cyberbullying. The article emphasizes concepts such as priming 

effect, status quo bias, intertemporal choice, framing effect, and the Prospect Theory. This paper will hopefully shed 

light on ways to create an innocuous and friendly online environment for teens’ growth and mental health. 
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1. INTRODUCTION 

With the launching of smartphones swaying new 

trends among schoolers, the usage of social media seems 

like an innate skill that teenagers naturally gain when 

they receive their first iPhone. Based on a 2018 survey, 

95% of the teens from the United States had access to a 

smartphone; 72% and 69% of the teens used Instagram 

and Snapchat respectively [1]. However, besides the 

advantages of connecting with family members and 

finding new friends, 24% of the teens surveyed expressed 

negative emotions towards social media; 27% of them 

claimed bullying or rumor spreading as the main reason 

for the uneasiness brought by social media [1]. Indeed, 

cyberbullying is never a half-formulated word. Defined 

as “[involving] electronic communications directed from 

the perpetrator to the victim only” [2], cyberbullying used 

to be conducted through manners like phone calls, 

emails, or text messages in the early decades of the 21st 

century.  

Yet, in the context of social media, like Instagram and 

TikTok, cyberbullying is shown in distinct forms of 

hatred comments under posts or the creation of gossip 

accounts, which are steadily gaining popularity during 

2021. These accounts often have noticeable school names 

followed by “tea” to attract followers from the institution, 

and account owners (usually also teenage students from 

the school) publish gossip about their classmates [3]. 

These accounts are not an innocuous space for students 

to exchange intimacy but rather become the new shelter 

for attacking attires of disliked classmates or spreading 

fake rumors about a friend’s personal life. Therefore, this 

paper uses insights from behavioral economics, a 

subfield of economics that accounts for psychological, 

cognitive, and emotional factors in human behaviors [4], 

to understand users’ motivations. Possible nudges, or 

“any aspect of the choice architecture that alters people’s 

behavior in a predictable way without forbidding any 

options or significantly changing their economic 

incentives” [8], are examined to investigate how one can 

design or alter social media to avoid such recent forms of 

cyberbullying. Prosocial behaviors can be elicited 

through nudges, which successfully reduce risky leftover 

medications at homes and the amount of downloaded 

malware [18, 19]. 

Much attention has been given to cyberbullying 

mitigation through regulatory acts, yet few have 

examined the use of nudges in mitigating adolescents’ 

online harassment, especially this new form of 

cyberbullying through gossip accounts. This paper aims 

to fill this gap by applying qualitative analysis on survey 
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data and previous studies. Section II discusses the 

motivations behind creating such accounts and 

investigates reasons for following the gossip accounts 

and strategies to discourage such behaviors. Section III 

focuses on potential solutions for encouraging bystander 

intervention, including students, parents, and the social 

media platforms, and their abilities to maintain affected 

students’ mental health.  

2. RATIONALES BEHIND ACCOUNT 

CREATORS AND FOLLOWERS 

THROUGH PSYCHOLOGY 

Compared with traditional bullying, cyberbullying 

through social media accounts involves a more intense 

level of publicity since any user who is aware of the 

gossip accounts has access to the content. Thus, online 

harassment has greater damage because it affects the 

victims’ entire social environment and reduces victims’ 

ability to control, and the sense of helplessness makes 

victims more vulnerable [5]. It is, therefore, crucial to 

scrutinize both account creators' and followers’ 

motivations to mitigate this effect. 

2.1 Account owners’ abuse of online platforms’ 

publicity, anonymity, and medium 

As punishment and revenge constitute two of the 

commonest reasons for cyberbullying (students who are 

annoyed by the victims or have tiffs with the victims 

previously tend to extend their detestation to online 

platforms) [6], account owners take advantage of the 

publicity aspect to create more powerful and persisting 

harm to the victim. In this case, mechanisms that increase 

decision points in making a negative choice (i.e., post a 

hatred comment or publish fake information) help reduce 

unwanted behaviors [7]. Once the platform has identified 

a gossip account, it may ask the account creator to 

provide additional verification steps when sending a post. 

For instance, users need to provide a security code sent 

to their phone number or email address before publishing 

a post. The platform can also ask account owners to 

undergo a robot check, usually dragging a piece of the 

puzzle to complete the picture or selecting all the 

chimneys in the set of given pictures. In this case, users 

have more time to reconsider the content of their posts 

and have a higher chance to edit or delete the unfriendly 

content.  

Many perpetrators also take advantage of the 

anonymity of the online environment. As some owners 

create gossip accounts solely for fun [6], the anonymity 

feature reduces the fear of receiving punishment or 

judgment from their surroundings. This feature is 

especially attractive for spill-the-tea accounts. Thus, it is 

vital to remind owners to take responsibility for their 

speeches and help them recognize the negative influence 

of their actions. The priming effect, which claims that 

“subtle influences can increase the ease with which 

certain information comes to mind” [8], can be used to 

increase perpetrators’ upbeat emotions and awareness of 

social transparency, the feeling of being “watched” by 

others. For example, in the draft section, a positive 

message prompt, like “sharing a delightful moment of 

your day”, may nudge users towards optimism and be 

less likely to share injurious messages. Showing the 

number of potential viewers can also remind users of the 

harmful influence of their hatred posts (i.e., providing a 

message of “You are sharing this message with 72 

people”). Several studies show a strong positive causal 

relationship between view notification and social 

transparency, as well as the indirect effect on 

accountability [9].  

The third motivation for creating a gossip account is 

exploiting the specialty of the medium. As over 70% of 

teenage schoolers use Instagram, the penetration of the 

platforms in students’ social circles is immense. Yet only 

48% of adults between age 30 and 49 ever used 

Instagram, and such percentage decreases to 29% for 

ages 50 to 64, based on a 2021 survey [12]. Such 

discrepancy may make seeking help from adults less 

probable, and thus perpetrators sense greater control and 

more freedom in the online sphere. Perpetrators may feel 

more confident in getting away with the harassment 

because people tend to assign less weight to intermediate 

and high probability events according to the Prospect 

Theory [14]. Displaying a warning message in terms of 

frequency (e.g., “one out of four offenders is suspended 

from the school”) may help users correctly identify the 

risk since it is easier to understand and interpret 

frequency terms [15]. Therefore, perpetrators are less 

inclined to post humiliating texts or photos online.  

2.2 Followers’ appeal to publicity, conformity, 

and anonymity 

Account followers are also a crucial part of reducing 

cyberbullying since creators, for fun or punishment, need 

public attention and support when judging or degrading 

the victim, and the publicity aspect fulfills this perfectly. 

Thus, by decreasing exposure of the posts and the number 

of viewers by discouraging followers, creators will be 

unable to gain the level of popularity and publicity as 

they expected. Furthermore, the harm induced by 

cyberbullying could also be minimized as the influence 

of the post is restrained to a smaller group of victims’ 

social networks. 

One motivation to follow the gossip accounts is peer 

pressure, where students yield to friends or classmates 

who participate in gossip spreading. Based on the 

Prospect Theory, loss frames that focus on costs trigger 

response more effectively than gain frames [10]. Thus, a 

message framed in terms of the number of friends who 

do not follow the gossip (e.g., “You have 37 connections 

who do NOT follow this account”) can reduce the chance 
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of following. Especially for platforms like Instagram, 

where people use real names to connect with friends, 

students are empowered to find allies and thus become 

less inclined to conform.  

Like the motivation behind creating the account, the 

anonymity aspect of certain platforms attracts followers 

since they are free to express thoughts or comments on 

victims’ behaviors and appearances. Hatred comments 

under the posts are another feature of cyberbullying [11]. 

Strategies to increase accountability can be applied here. 

For instance, the platform may encourage users to upload 

a profile photo by default setting (i.e., status quo bias) or 

link their accounts to other social media platforms. As 

users recognize their comments may be viewed by their 

close friends or family members, they will be more 

reserved and thoughtful in expressing ideas. Indeed, 

including a profile picture is associated with better 

accountability since people feel identified with the 

account [10]. As users are reminded of potential 

judgment from their acquaintances, they become more 

aware of their actions and thus less likely to spread hatred 

comments.  

3. IMPLICATIONS AND APPLICATIONS 

FROM BEHAVIORAL ECONOMICS 

THOUGH BYSTANDERS 

Bystanders, or parties who do not actively participate 

in cyberbullying activities, play a vital role in reducing 

online harassment. Bystanders often include students, 

parents, teachers, and moderators. For students who 

witness the incident, two common reasons for not 

reporting to parents or the school are fear of getting into 

trouble (e.g., becoming the new target of perpetrators) 

and disbelief in the effectiveness of reporting [13]. Thus, 

the social platform can be a useful tool where students 

seek help. The first concern can be addressed through the 

platform design, including providing or emphasizing the 

anonymity of the report function, as studies show that 

anonymity directly influences users’ perceived risks and 

trust in the platform so that users are more likely to flag 

sensitive content [16]. Visual cues, including designing 

the flag button (i.e., report button) with vibrant color to 

make it more visible, may also encourage students to flag 

offensive photos. Providing specific multiple choices for 

reasons for the report instead of asking users to write the 

reasons could make the reporting process simpler. By 

decreasing the decision points, consumers’ rate of 

successfully filing the report can be increased. For the 

second concern regarding outcome effectiveness, it is 

vital to help students recognize the social media policies 

and entitled rights to build confidence in reporting [17]. 

The social media platform can display tips that show the 

number and the time of processing the reports. Platforms 

can also send confirmation messages and emails to show 

their active endeavor in handling the information.  

For students without such two concerns, nudges that 

provoke empathy can be implemented to increase 

bystander intervention. For hatred comments, view 

notification (i.e., users recognize that their view of the 

post is received by the creator) is an effective tool in 

reducing bystander apathy as people feel more 

responsibility to help [20]. Building upon previous cases, 

increasing social transparency is the key component in 

designing nudges since awareness of one’s action 

increases accountability [9, 20]. Similarly, for gossip 

accounts, this strategy can be adapted so that users’ 

followers can see users’ view history so that the users feel 

more involved as part of the problem. 

Parental monitoring of youth’s computer use and 

online navigation can be a useful tool in controlling 

students who intend to engage in cyberbullying. Yet, for 

parents, the main obstacle for intervention may be 

contributing to inattentiveness and unawareness [21]. 

Some parents may simply be too busy to heed youths’ 

online activities, and others are unfamiliar with the 

features of different social media platforms. For the first 

case, nudges can be implemented by changing the default 

setting so that parents could monitor automatically and 

with ease. For instance, when students register for a new 

account, their account will be linked to the parent’s 

account, or weekly reports will be sent to the parents’ 

work email address by default. The status quo bias 

indicates that people tend to stick with the default setting 

[22]. Thus, parents can receive recent updates from their 

children promptly and choose to intervene if necessary. 

For parents who are unfamiliar with social media use, it 

is vital to investigate which part of the platform is 

confusing. For example, if parents are unfamiliar with the 

popular memes or trending vocabularies, regular 

exposure to new terms through news notification or feeds 

may be useful in learning [23].  

For moderators and the platform, many strategies 

have already been implemented. For example, Instagram 

applies artificial intelligence to capture sensitive words 

and provides warning messages to users [24]. Such a 

strategy is particularly useful since delaying actions gives 

users a chance to reconsider the content of the message 

instead of directly prohibiting them from sending the 

message [25]. This method can be more specifically 

targeted at teenage students by expanding the list of 

sensitive words by incorporating vines and memes and 

checking for prerogative content in pictures and hashtags. 

Moreover, adding decision points can decrease unwanted 

behavior [7]. Specially targeted at gossip accounts, the 

process of creating posts or pictures can be complicated 

by adding extra verification steps as previously 

mentioned.  

4. CONCLUSION 

Cyberbullying has emerged as one of many troubling 

social issues in recent decades and plagues many 
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teenagers in school. It influences students’ social 

networks and peer groups. In particular, the advent of the 

spill-the-tea accounts not only exposes privacy threats to 

youths’ personal lives but also facilitates cyberbullying 

and enlarges its scope and effect. Thus, this paper 

analyzes the underlying factors for this phenomenon 

through three different lenses: motivations behind 

account creators, motivations behind account followers, 

and the role of bystanders. Account creators often use 

gossip accounts to entertain, take revenge, or punish 

peers they dislike. Thus, several nudges that increase 

their accountability and awareness of potential 

punishment are provided in the article. Account followers 

often yield to peer pressure or curiosity, and their action 

of following the account enables account owners to 

extend their influence and further add pressure to 

victims’ social groups. Finally, the role of bystander 

intervention is also crucial in mitigating cyberbullying. 

Suggestions for encouraging actions of witnessing 

students, parents, and moderators are modified with 

behavioral economic insights.  

The paper provides new angles on how platforms may 

adopt prevention strategies to improve user experience 

and create a benign ambient for teens’ growth to maintain 

healthy online behaviors. Although in the article, 

solutions targeting different parties’ psychological and 

social motivations of involvement in gossip spreading are 

provided, there has not been extensive empirical 

evidence in support of the effectiveness of the 

suggestions. In the future, more experiments to analyze 

the impact of delayed responses, extended decision 

points, and framing of warning messages are strongly 

needed. Especially, the implementation of nudges should 

be checked preferably with teenage participants since 

they may have different ways of processing information 

and are experts in using social media. As more data is 

gathered, other motivations may be unfolded to revise 

and improve the nudge models and theories.  
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