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Abstract. Banks provide financial support for enterprises butmay bearmore risks
lending to SMEs. This paper aims to reduce the credit risk of bankswhilemaximiz-
ing their revenue. To provide banks with optimal credit strategy, this paper consid-
ers the accuracy of enterprise default risk. In this paper, banks screen out lending
objects and enterprises choose whether to accept loans. The difficulty lies in that
some enterprises lack credit records. Based upon the existing credit records, this
paper uses XGBoost model to predict credit rating of these enterprises and evalu-
ates the default risk throughTopsismodel. The solution results are in high accuracy
and easy interpretation. To get the bank’s optimal credit strategy, we obtained the
data of non-credit record enterprises from the official network of Contemporary
Undergraduate Mathematical Contest in Modeling. Starting from whether to con-
sider the willingness, bank provides loans to 131 non-credit records enterprises.
When considering the willingness, we find that bank can get an income of CNY
7.30189 million by providing a credit of CNY 96.44 million. Without consider-
ing it, the credit is CNY 49.27 million, and the income is CNY 5.10599 million.
Therefore, the bank credit decision-making model considering the willingness to
increases the income of CNY 2.1959 million.

Keywords: Credit Decision · Goal Programming · Topsis · Xgboost Classified
Forecast

1 Introduction

Small and medium-sized enterprises (SMEs) play a crucial role in social services and
national economic flowering [17]. They, however, face many difficulties in obtaining
bank credit in light of their low anti-risk ability [12]. Therefore, banks often refuse to
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lend. Constructing a reasonable risk assessment model provides an appraisal basis for
bank’s optimal credit decision, enables bank to obtain the highest return and promotes
enterprises’ growth.

Scholars have done a lot of research on credit classification, using traditional mod-
els like logical regression algorithms [15]. The advancement of technology paves the
way for applying artificial intelligence algorithms like reinforcement learning and deep
learning technology. SMEs’ insufficient data, however, deprives them of deep learning
technology. Machine learning algorithms like XGBoost, decision tree (DT), random for-
est (RF) and gradient boosting decision tree (GBDT) have lower requirements for the
amount of data but have high accuracy in classification and regression. The XGBoost
algorithm proposed by Chen and Guestrin [6] is an efficient boosting ensemble learning
model based upon DT model. By studying the application of XGBoost method in credit
evaluation, Huali et al. found that the XGBoost model has obvious advantages in feature
selection and classification performance of personal loan scenarios [13]. Therefore, the
XGBoost model can better predict and classify the credit rating of enterprises as loans
of the small and medium-sized enterprises similar to personal loans.

Risk assessment plays an important role in risk control. Bolton employed the tradi-
tional logistics model [1]. Bryant developed an expert system [7], Yurdakull and Ic used
the decision theory [8], Pavlenko and Chernyak applied the neural network model [14],
Iazzolino employed the Data Envelopment Analysis method (DEA) [4], Zhang tested
the Support Vector Machine (SVM) in credit score [18]. The Topsis model [5] proposed
by Hwang and Yong has been widely used in evaluation research in light of its reliable
results, easy understanding and interpretation.

Before that, many scholars used Topsis model to evaluate the size of enterprise
credit. Yusuf [16] and others proposed a method based upon enterprise financial ratios
and fuzzy Topsis model to determine the credibility of manufacturing enterprises for
banks. Shen [3] proposed the extended intuitionistic fuzzy Topsis method with new
distance measure. Roy [10] and others developed the credit score model of SMEs with
Analytic hierarchy process and Topsis model. Shaw [11] and others used the fuzzy
BWM and fuzzy Topsis to develop a multi-standard sustainable credit scoring system,
which proved the model’s practicability in credit scoring. This paper develops a credit
evaluation model, which takes advantage of the high prediction accuracy of XGBoost
model and the high interpretability of Topsis model.

Summarizing the existing literature of credit problems of SMEs, we found that the
previous literaturemainly focused on the prediction of anti-risk ability of enterprises, and
seldom provided reasonable loans decision reference. This paper establishes an assess-
ment model to evaluate the risk of SMEs and develops a planning model to help banks
make credit decision. Through data verification, the model is more accurate in predict-
ing anti-risk ability of enterprises and can provide a certain loans decision reference for
banks.
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2 Model Construction

This paper establishes an XGBoost classification prediction model based upon enter-
prises with existing credit records to predict the credit rating of non-credit record enter-
prises and to obtain the default risk level. After determining the default risk level, we
establish the bank’s optimal credit strategy. The specific solution is shown in Fig. 1.

2.1 Reputation Classification Prediction Model

The reputation of enterprises is crucial to their growth. In reality, banks will assess if
enterprises can repay given their financial situation. After lending, whether be repaid
will be retained in bank’s records.

Using the existing credit records, we can obtain the original data set: corporate repu-

tation yi, and the related feature variable xi =
(
x(1)
i , x(2)

i , . . . , x(v)
i

)
, where v represents

the number of features, i = 1, 2,…, n, and n is the number of samples, the prediction
model takes the prediction of K-th iteration as the result. For the predicted reputation
level of i-th enterprise, the predicted value is yi

∧

, that is:

yi
∧ = ϕ(xi) =

K∑
k=1

fk(xi) (1)

The loss function in the training process of reputation grade prediction model is as
follows:

Obj(t) =
∑
i

L
(
yi, ŷi

) +
∑
k

�(fk) (2)

Fig. 1. Modeling process



988 G. Zhu et al.

�(fk) = γT + 1

2
λ
∥∥θj

∥∥2 (3)

In the equation,
∑
i
L
(
yi, ŷi

)
denotes the loss function, and

∑
k

�(fk) denotes the

regularization term. Where yi represents the true value of enterprise reputation grade, yi
∧

represents the predicted value of enterprise reputation grade, T represents the number
of leaf nodes, θj represents the leaf weight value, γ represents the leaf number penalty
regular term, and λ represents the sub-weight penalty regular term [9].

Suppose that the prediction result of i-th enterprise in t-round iteration is ŷ(t)
i and

ft(xi) is the newly added regression tree, which is deduced as follows:

ŷ(0)
i = 0

ŷ(1)
i = f1(xi) = ŷ(0)

i + f1(xi)
...

ŷ(t)
i = fk(xi) = ŷ(t−1)

i + fi(xi)

(4)

Replace the results in (4) into (2), there are

Obj(t) =
t∑

k=1

L
(
yi, ŷ

(t−1)
i + fk(xi)

)
+ �(fk) + C (5)

Where C is a constant, the objective function is expanded by second-order Taylor,
and the regular term is introduced:

Obj(t) =
T∑
j=1

[
Gjθj + 1

2
(Hi + λ)θ2j

]
+ γT (6)

In the formula (6), gi = ∂yi(t−1)L
(
yi, ŷ

(t−1)
i

)
, hi = ∂̇2

yi
∧(t−1)L

(
yi, yi

∧(t−1)
)
, Gi =

∑
i∈Ij gi, Hi = ∑

i∈Ij hi, T represents the number of leaf nodes. In the formula, the leaf

node θj is an uncertain value, so the first derivative of objective function Obj(t) to θj can
find the optimal value of leaf node j, and plug the θ∗

j value into the objective function
to obtain the minimum value of Obj(t):

Obj(t) = −1

2

T∑
j=1

Gi

Hi + λ
+ γT (7)

2.2 Enterprise Risk Assessment Model

Given the comprehensive risk measurement of enterprises, we examine the credit, devel-
opment potential, and development scale of enterprise, in which the credit is measured
by the credit rating CPi and the purchase order efficiency OVi. The development poten-
tial is measured by the number of customers CNi and the annual average profit rate EAi.
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The development scale is measured by the total enterprise orders TOi and the annual
average profit EAAi.

According to the comprehensive evaluation model within the Topsis model, the orig-
inal data is used to reflect the gap between the above indicators like “the best scheme”
and “the worst scheme”. The comprehensive evaluation indexes of strength and reputa-
tion are obtained to measure the risk each enterprise. The credit risk assessment matrix
is established by Topsis model, which are represented by xij, that is:

X =

⎡
⎢⎢⎢⎣

x11 x12 . . . x1m
x21 x22 . . . x2m
...

...
. . .

...

xn1 xn2 . . . xnm

⎤
⎥⎥⎥⎦ (8)

Standardize the evaluation indicators of an enterprise:

zij = xij/

√√√√
n∑

i=1

x2ij (9)

By using the objective function, the maximum and minimum values of each index
are compared:

Z+ = (
Z+
1 ,Z+

2 , . . . ,Z+
m

)
(10)

Z− = (
Z−
1 ,Z−

2 , . . . ,Z−
m

)
(11)

Among them:

Z+
i = max{z1i, z2i, . . . , zni} (12)

Z−
i = min{z1i, z2i, . . . , zni} (13)

Calculate distance between the comprehensive index and the maximum and
minimum of credit risk:

D+
i =

√√√√
m∑
j=1

wj

(
Z+
j − zij

)2
(14)

D−
i =

√√√√
m∑
j=1

wj

(
Z−
j − zij

)2
(15)

Make a comprehensive evaluation of the credit risk:

Si = D−
i

D+
i + D−

i

(16)
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Next, use the entropy method to modify the probability matrix P, and the objective
function of each element pij in the probability matrix P is as follows:

pij = zij∑m
i=1 zij

(17)

Where
m∑
i=1

pij = 1, calculate the information entropy of j index:

ej = − 1

ln n

n∑
i=1

pijln
(
pij

)
(j = 1, 2, 3, . . . ,m) (18)

Calculate the information redundancy:

dj = 1 − ej (19)

The effective information is normalized, and the entropy weight of each index is
solved by using the entropy weight solving function:

wj = dj∑m
j=1 dij

(20)

2.3 Credit Line Allocation Model

This paper establishes a linear goal programming model hinged upon the results of risk
assessment. Bank uses the established evaluation model to make credit decision and
enterprises often decide whether to accept loans according to the interest rate. To quan-
titatively describe the relationship between the interest rate and the loss of enterprises,
this paper expresses them through the function F(r).

We set the loan term as one year, so the return is the product of the loan line and the
interest rate. The objective function is:

max L =
n∑

i=1

mik × ri × Ni k = 1, 2, 3 (21)

Where mik represents the loan line of i-th enterprise with credit rating n. For conve-
nience, we use 1, 2, and 3 to represent rating A, B, and C respectively; ri indicates the
interest rate of the i-th enterprise loan. Ni indicates whether the i-th enterprise is loaned.
If Ni is 1, it accepts loans, and if Ni is 0, it denies.

We set the total credit line as CNY 100million per year. All the enterprises studied in
this paper are SMEs, sowe set the loan betweenCNY0.1million andCNY1million, and
the interest rate between 4% and 15%. Either enterprises accept the loan is related to the
interest rate, so we determine a probability function for Ni. Grounded upon the function
expression obtained by previous fitting curve, we randomly determine if enterprises
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accept loans to imitate the reality of enterprise choice. Therefore, the restrictions are
determined as follows:

s.t.

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

258∑
i=1

mikNi ≤ 10000

Ni = f (1 − Fk(ri))
Ni = 0, 1

10 ≤ mik ≤ 100
0.04 ≤ rij ≤ 0.15

Simax × mikmax ≥ Simin × mikmin

Simax × rimax ≤ Simin × rimin

(22)

Among them, Simax and Simin refer to enterprises with relatively low and high risk
in enterprises with credit rating j; mikmax and mikmin refer to the loan line of these
enterprises; rimax and rimin refer to the interest rate of these enterprises.

3 Case Analysis

In this paper, the original transaction data of 302 enterprises without credit records and
123 enterprises with credit records are obtained from the official website of Contem-
porary Undergraduate Mathematical Contest in Modeling. The first five characteristic
variables affecting the enterprise reputation grade are whether they have made profits for
three consecutive years. The impact of total sales amount, total number of sales, 2017
sales amount, 2016 profit, and whether continuously profitable to the reputation grade
is 0.244, 0.224, 0.209, 0.163, and 0.160 respectively.

We randomly split the 123 enterprises, including 98 as training sets and 25 as test
sets. By using the XGBoost classification prediction model, the prediction accuracy
of test set reached 76%. To test if the XGBoost classification prediction model has
obvious advantages in solving the credit rating prediction, we set up Logistics regression
algorithm, Decision tree, Random forest, KNN and GBDT as comparative models. The
prediction effect of each model is shown in Table 1.

Among them, Accuracy, the percentage of total sample where the prediction is
correct, is the most commonly used evaluation index of classification problem. Error

Table 1. Model comparison.

Model recall Precision F1-score Error rate Accuracy

XGBoost 0.76 0.818 0.747 0.24 0.76

Logistics 0.44 0.495 0.431 0.56 0.44

Decision tree 0.52 0.672 0.431 0.48 0.52

Random forest 0.6 0.624 0.607 0.40 0.60

KNN 0.52 0.484 0.495 0.48 0.52

GBDT 0.56 0.624 0.569 0.44 0.56
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Table 2. Solving results

method Total loan amount* Lending income L* Number of loan
enterprises

Simulated annealing
algorithm

96.44 7.30189 131

Genetic algorith 52.60 3.85908 112

Interior-point method 96.12 6.86109 134
* Unit: CNY million

Fig. 2. Topsis results

rate means the percentage of total sample where the prediction is wrong. In the two-
classification problem, we often divide the classification target into Positive and Neg-
ative. Precision is the probability of Positive predicted as Positive among all samples.
Recall is the probability of Positive predicted as Positive among the original samples.
F1 is the harmonic average of Precision and Recall. The higher the F1 is, the better
the performance of the model is. From Table1, we see that the accuracy of XGBoost
classification prediction model is 76%, significantly higher than other models. And the
Precision, Recall and F1 of the XGBoost classification prediction model are also signifi-
cantly better than other models. The results show that XGBoost has obvious advantages
in reputation classification and prediction of SMEs.

Derived from the prediction of enterprise credit rating by XGBoost model, this
paper uses Topsis model to obtain the possibility of enterprise default. We obtain the
eigenvalues of each enterprise from packet sorting and plug them into the Topsis model
to solve the results as shown in Fig. 2.

From the results, we see that the overall distribution of Topsis scores of enterprises
is normal distribution, in line with the general law of reality. So the results have high
credibility. We know that enterprises with credit rating D would default, so banks will
not provide loans for them. The proportion of loans selected by enterprises at all levels
varies with the interest rate, as shown in Fig. 3. The relationship tends to be a quadratic
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Fig. 3. Interest rate and enterprise churn rate

Table 3. Information on video and audio files that can accompany a manuscript submission.

ID ri mik
*

124 0.100 56.72

125 0.118 57.04

126 0.076 76.69

… … …
* Unit: CNY ten thousand

function or a power function in Fig. 3. To quantitatively express the relationship, we
use Curve Fitting Tool in Matlab and power function to fit the changes of loan ratios
with the interest rate. The turnover function of an enterprise with a credit rating A is
FA(r) = −0.1716r−0.6825 + 1.548; the turnover function of an enterprise with a credit
rating B is FB(r) = −0.2966r−0.546 + 1.721; the turnover function of an enterprise with
a credit rating C is FC(r) = −0.5104r−0.4510 + 2.045. The residual squares and SSE of
three fitting curves are 0.0045, 0.0028 and 0.0038 respectively, indicating that the fitting
effect is excellent.

We know that enterprise with credit rating D has high default risk, so we exclude 44
enterprises with credit rating D, leaving 258 enterprises. Given the enterprise’s turnover
rate, we simulate the loan situation of enterprises under certain interest rate. We solved
the objective programming model by simulated annealing algorithm, genetic algorithm
and interior-pointmethod. From the results inTable 2,we see that the simulated annealing
algorithm has the highest expected income. Under the same constraints, the bank has
the highest income and lowest cost. Then we can get the results under a credit of CNY
100 million, as shown in Table 3.

From the results in Table 4, we find that 131 enterprises accept loans. Without
considering the willingness, the credit is CNY 49.27 million, with an income of CNY
5.10599 million. When considering it, the bank can increase income of CNY 2.1959
million. Therefore, the bank credit decision-making model established in this paper can
significantly improve the income of banks.
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Table 4. Information on video and audio files that can accompany a manuscript submission.

Total loan
amount*

Lending income*

Our approach 96.44 7.30189

Conventional 49.27 5.10599
* Unit: CNY million

4 Conclusion

To improve bank’s income and reduce costs of loans to SMEs without credit records,
this paper establishes a risk assessment model. Given the existing credit records of
enterprises, we can predict the credit rating of enterprises without credit records, and
the accuracy of XGBoost prediction model reaches 76%. According to the predicted
reputation level, the Topsis model is used to evaluate default risk. The results show that
the risk distribution of each enterprise is generally normal distribution, aligned with
the general reality. To provide optimal credit strategy for banks, we establish a goal
programming model rooted in the evaluation results. Then we discuss two situations. In
the case ofwithout considering thewillingness, the bank gets an income of CNY5.10599
million by providing a credit of CNY49.27million to 131 enterprises.When considering
it, the bank can get an income of CNY 7.30189 million by providing CNY 96.44 million
of credit. That is, the bank credit decisionmodel considering thewillingness can increase
the income of CNY 2.1959 million.
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