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Abstract. In order to improve the organization and management ability of R&D
resources in the group enterprise, and realize the efficient utilization of R&D
resources, this paper puts forward thedesign resource space automatic construction
classification method based on the analysis of the space construction requirements
of R&D resources in the group enterprise. Machine learning is used to extract key-
words from R&D resources, and semantic maps are built based on the semantic
similarity of keywords. Hierarchical clustering is implemented through a commu-
nity detection algorithm. Then, based on the BRET-LEAMmodel, the mapping of
R&D resources to resource space is achieved, and the construction of multidimen-
sional R&D resource space automatic classification is finally completed. Finally,
an instance of group enterprise R&D resources automatic classification is built.
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1 Introduction

Group enterprises, as an organizational form with group headquarters as the center
and multiple business subsidiaries, play an important role in promoting the economy of
various countries, especially emergingmarkets [11] After years of development, China’s
aerospace, rail transit, ordnance equipment and other group enterprises have accumulated
a large number of hardware, software and information R&D resources. These R&D
resources are diverse and large in total, scattered in different organizations or systems,
lacking unified management, low resource utilization rate and insufficient integration
with product development process [13]. Therefore, it is necessary to establish the group
R&D resource space to realize the integrated management, sharing and effective use of
the group R&D resources.

At present, the R&D of resource management mainly focuses on the integration of
resource representation, storage, index and query. Li Shaojun, Zhong Ershun [4] pro-
posed a data grid technology, which links data resources, information resources and
knowledge resources that are not evenly distributed in space into a logical whole. Liu
Panpan,Wang Junyi [5] proposed an index library based onXMLstructure to realize edu-
cational resource retrieval. L Stojakovic [6] established the top-level ontology of online
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learning resources and users, and used RDF triplet pattern to describe resource relations
and form resource relation graph.Resource spacemodel byZhugeHai [14] is put forward
earliest, and its main idea is unified by one or more dimensions to define, share, orga-
nization and management of various resources, using semantic chain model realization
of semantic interconnection network, by combining with resource space model, form
a single semantic image, making all kinds of resources in unity and concise semantic
space interconnection [14].

There are few researches on the centralized organization and management of group
enterprise R&D resources. Based on the analysis of group R&D resource space con-
struction requirements, this paper proposes a framework for automatic classification of
R&D resource space. Through BRET-LEAM model, this paper completes the mapping
of R&D resources to resource space, and realizes the automatic construction of group
R&D resource space.

2 Demand of Group R&D Resource Space Construction

(1) Demand for unified and classified management of the group’s R&D resources
With the R&D, production, maintenance and updating of products over the years,
a large number of hardware, software and information R&D resources of the group
are scattered in the heterogeneous organizational system. Its information is huge
and complicated, and has dispersive, heterogeneous, diversity. Although there have
been some relevant studies in classification model [8, 12], ontology model [1, 2],
knowledge graph [3, 7, 10] and other fields, the lack of top-level unified classifi-
cation management is not conducive to efficient and accurate positioning of R&D
resources.

(2) Demand for automatic expression of group R&D resources
With the continuous growth and increasing complexity of resource information, it
is more difficult to express and obtain unified R&D resources of group enterprises.
It is necessary to consider the automatic extraction method of group R&D resource
attributes to ensure the fast acquisition and expression of R&D resources.

(3) Demand of group enterprise R&D resources matching
The key to make effective use of R&D resources is to improve the efficiency of
on-demand matching and push of R&D resources. Resource demanders can obtain
needed resources quickly and efficiently when they are searching for resources,
when they are dealingwith new business activities or solving engineering problems.

In order to solve the above problems, it is necessary to study the automatic
construction method of group enterprise R&D resource space. In order to realize
efficient organization and management of resources, integration of resources and
research and development process, play the core value of R&D resources in the
product lifecycle.
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3 Construction Method of the R&D Resource Space Automatic
Classification

3.1 Framework for Automatic Classification of the R&D Resource Space

The framework for automatic classification of enterprise resource space is shown in
Fig. 1. First, all R&D resource description files are integrated to form the original corpus,
and then the axis and coordinates of resource space are extracted from the corpus. Then
each R&D resource is mapped to the resource space to form a complete resource space
classification containing R&D resource instances.

3.2 The Method of R&D Resource Space Generation

(1) Keyword extraction
Firstly, the resource description text in the R & D resource corpus is pre-processed
to generate a pre-processed corpus. The pre-processing process includes word seg-
mentation, stop word removal and special character removal using jieba word seg-
mentation tool. And then used to generate the pretreatment of the corpus train-
ing theme LDA model, and by calculating the degree of confusion, determine the
optimal number of topics K each topic below contains the theme of the weight
of keywords and keywords, given the need to extract the keywords for the cor-
responding term resource areas, field terms of nouns, so only keep nouns under
each topic, Select the top 20 nouns of each topic weight as the keywords of that
topic. After LDA topic model processing, because each resource has a certain topic
and keyword and keyword weight, the range transformation method is used to
standardize the weight of 20 keywords, where each resource can be expressed as
S = Tk{t1, t2, . . . , t20,w1,w2, . . . ,w20} and ∑20

i=1 wi = 1 (Fig. 2).
(2) Semantic graph construction

After keyword extraction, all the keywords of all resources in the corpus can be
obtained. The semantic graph is an undirectedweighted graph.Node is the keyword,
edge is the relation between keywords, node weight is the weight of keywords,
edge weight is the semantic similarity of two keywords. Semantic similarity is
calculated based on semantic distance of domain ontology, and only keywords in
the same semantic ontology have correlation. There are edges in the semantic graph
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Fig. 1. The framework for automatic classification of the R&D resource space
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Fig. 2. R&D resource space generation process

to connect, and the calculationmethod of semantic similarity between twokeywords
is as follows:

relatedness(t1, t2) = − log
(
ShortestPath(t1,t2)

2D

)
(1)

ShortestPath(t1, t2) represents the minimum semantic distance between key-
words t1 and t2 in domain ontology. D is the depth of ontology in the domain where
keywords t1 and t2 belong.

(3) Community detection and axial coordinate mapping
After building the semantic graph, it is necessary to find closely related keyword
communities in the graph to further aggregate resources. In order to detect the
closely related keyword groups in the semantic graph, it is necessary to apply
appropriate graph clustering algorithm in the semantic graph. Hierarchical cluster-
ing algorithm focuses on discovering the hierarchy of communities in the network
when the number of community groups is not clear. GN (Girvan-Newman) algo-
rithm [9] is a split hierarchical clustering algorithm. It uses the ratio of edge inter-
spaces and edge weights in the graph (edge weight ratio) as a measure of similarity.
Every time the edge with high edge weight ratio is selected to delete, a hierarchi-
cal split tree is finally formed. Each level of the split tree is the divided keyword
community.

Based on the hierarchical relationships in the resource model of multidimen-
sional classification as a benchmark. The GN algorithm to the resources of the com-
munity at all levels keywordsmultidimensional classificationmodelmapping, map-
ping a large community dimension for the resource classification, further divided
the concrete category of the small community mapping for each dimension, Realize
the construction of each axis of the resource space and the coordinates on the axis.

(4) R&D resource space completeness test and resource mapping
In an automated build resource space after the completion of the need for resources
spatial completeness inspection, check whether there is not space are mapped to
resources classification categories, if there is not mapped to resource category
of multidimensional classification model of the space, also need to be tested to
designed.The GN community and axis coordinate mapping, to select keywords
community mapping to the multidimensional classification model, Until the con-
structed resource space satisfies the completeness. The resource space is con-
structed based on BERT-LEAM (Bidirectional encoder Representational from
Transformers–––label attentive) Model maps R&D resources to resource space.
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3.3 Research and Development Resource Mapping Method Based
on BERT-LEAM Model

Since resource space is a multi-dimensional and multi-coordinate spatial structure, each
dimension corresponds to a classification standard, and each coordinate in the dimen-
sion corresponds to a specific category, mapping R&D resources to resource space is
essentially a multi-label text classification task.

The multi-label text classification method based on BERT-LEAM model maps and
R&D resources to multiple dimensions and coordinates of resource space.

As shown in Fig. 3, the BERT-LEAM model is composed of the BERT text feature
representation layer and LEAM label semantic embedding network layer. The combina-
tion of label set and text is converted into a form of single label plus the text. After the
BERT layer is converted into vector text, the LEAM network model is used to calculate
the final label probability distribution of text.

The BERT model uses a bidirectional transformer structure to capture the context
relationship in the statement. Transformer is a network based on self-attention mech-
anism, which is a kind of encoder. Since the BERT model uses token level for input,
that is, input based on character level, text can be input into BERT model without word
segmentation operation, and input labels and R&D resource text to be classified into
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Fig. 3. Structure of BERT-LEAM model
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BERT model, respectively. The label-embedding matrix C andWord-embedding matrix
V after the encoding of Label and resource text are obtained, and the two matrices are
input into the LEAM classification network layer for further classification operations.

LEAM network model is different from the traditional classification model. It learns
the influence of label-embedding on word-embedding and uses the correlation between
Label and Word to perform the aggregation calculation of label-embedding and word-
embedding. The calculation method is as follows:

G =
(
CTV

)
∅Ĝ (2)

G indicates the aggregation result, and ∅ is calculated as the product of paraplegic
elements. Ĝ assumes the K ×L normalized matrix. K indicates the number of categories
of Label and L indicates the number of Word.

Assume that each element in Ĝ is the product of l2 regularization of the c label
embedding vector and the l word embedding vector, which can be calculated as follows:

ĝkl = ||ck || × ||vl || (3)

ĝkl is the element in Ĝ, ck is the c label embedding vector, and vl is the l word
embedding vector.

In order to better obtain the correlation between the local semantic information of
words and tags, convolution and ReLU activation functions are introduced to further
process the aggregation vector of tags and words. Gl−r,l+r is used to measure the cor-
relation between the phrase and label whose center is around the l word extending the
range of r. The similarity vector of the l phrase and the k label is calculated as follows:

ul = ReLU
(
Gl−r,l+rW1 + b1

)
W1 ∈ R2r+1, b1 ∈ Rk (4)

ul is the similarity vector obtained by calculation. R is the shared vector space of tag
and word. Gl−r,l+r is the fragment centered on the l word. W1 and b1 are parameters
obtained by learning.

Then the maximum correlation coefficient is obtained by max pooling, that is, ml =
max_pooling(ul). After maximum pooling, the vector m = (m1,m2,m3, . . . ,mL), this
vector represents the maximum correlation between words containing local semantics
and tags.
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Finally, the attention weight β = (β1, β2, β3, . . . , βL), Word-embedding matrix V
gets the final representation Z under the weight of attention mechanism. The calculation
method is as follows:

z =
∑

l

βlvl (5)

For the multi-label classification problem, LEAM model dissolves it into M single-
label problems, and the training objective formula is as follows:

min
f ∈F

1

NK

N∑

n=1

K∑

k=1

CE(ynk , f2(znk)) (6)

N is the number of categories. K is the number of labels. ynk is the probability
representation of the category label. znk is the text feature representation of the category
tag, f2(znk) = 1

1+exp(z′nk)
. CE is the cross-entropy operation.

In order to increase the weight of category judgment, the distance between the text
representation of the same category is smaller than the distance between the text rep-
resentation of different categories. This paper introduces a label regularization term for
the punishment of training targets, and the formula is as follows:

min
f ∈F

1

K

K∑

k=1

CE(yk , f2(zk)) (7)

After the training is completed, the R&D resources that need to be mapped are
input into the BERT-LEAM model in the form of single label plus text, and then all the
categories corresponding to the R&D resources can be obtained, so as to map them to
the corresponding positions in the resource space (Fig. 4).

Fig. 4. Interface of R&D resources automatic classification (Figure is original)
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Table 1. Operation and Function of R&D resources automatic classification

Operation Function

Name, identifier Adding category properties (B1-02-01)

Functional description Add new properties to existing categories in the system.

Input Category ID and attribute information

Operation sequence 1. Locate the classification according to the classification ID.
2. Determine whether the system has existing attributes (existing
attributes can be added).
3. Create new attributes for the classification.

Output Add new properties

4 Instance of Automatic Classification of R&D Resource Space

Dynamic modeling is carried out through EMS modeling tools, mainly establishing
model classification and attributes, and the inputs and outputs are as shown in Table 1.

5 Conclusions

(1) This paper uses machine learning method to extract and cluster the R&D resources
of the group enterprise, and thenmaps the clustering results to themulti-dimensional
classification model of the classification layer of the R&D resource model, and
realizes the mapping of each R&D resource to the resource space with the help of
BRET-LEAM methods. Finally, a semantic data model for standardizing, storing,
managing and locating resources is formed, that is, resource space model. Finally,
an instance of group enterprise R&D resources automatic classification is built.

(2) The R&D resource space model constructed in this paper is beneficial to realize
the integrated management and effective utilization of R&D resources of the group,
and provides a theoretical basis for solving the problem of distributed heterogeneity
of R&D resources, effective utilization of resources and improvement of design
process efficiency.
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