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Abstract. The process of human resource redistribution is often very compli-
cated, the recommendation accuracy is not high, and it cannot meet the current
application requirements of human resources. In view of the typical problems
existing in human resources, it is an important problem to improve the accuracy
of human resources redistribution. In order to solve the problems, such as the error
of human resource recommendation, the recommendation accuracy is not good,
the recommendation direction is wrong, and the quality of the recommendation
content is not high, this paper puts forward a study on the optimal allocation
model of human resource redistribution based on decision tree algorithm. This
article studies the redistribution of human resources based on decision tree algo-
rithm optimized configuration model research, this paper introduces the concept
of the decision tree and related content, this paper expounds the redistribution
of human resources optimization allocation model study of theory knowledge,
referred to the redistribution of human resources based on decision tree algorithm
optimization allocation model for the optimization of human resources redistri-
bution effect. Through data testing, the results show that the optimal allocation
model of human resource redistribution based on decision tree algorithm is better
than other current human resource recommendation methods.
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1 Introduction

Many scholars at home and abroad have studied decision tree algorithm. In foreign
studies, Pandhi Asg proposed to develop a decision tree clinical algorithm, which com-
bined simple neurological physical examination with simple cognitive assessment, to
distinguish the elderly with MILD cognitive impairment from normal elderly in primary
care [9]. NancyP proposed an intelligent fuzzy time decision tree algorithm, which can
detect intruders effectively by combining the extended decision tree algorithm with con-
volutional neural network. Experimental analysis using KDD cup data set and network
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N. Radojević et al. (Eds.): ICAID 2022, AHIS 7, pp. 206–213, 2023.
https://doi.org/10.2991/978-94-6463-010-7_22

http://crossmark.crossref.org/dialog/?doi=10.2991/978-94-6463-010-7_22&domain=pdf
https://doi.org/10.2991/978-94-6463-010-7_22


Optimal Allocation Model of Human Resource Redistribution 207

tracking data set proves the effectiveness of this method [8]. FayazSA proposed a dis-
tributed decision tree algorithm based on historical geographic data of Kashmir and its
implementation. The machine learning decision tree algorithm is applied to the Kash-
mir data set and the accuracy is 81.54%. Distributed decision tree generates multiple
trees based on partitions of the original data set, in which data is isolated according to
sub-stations (42026, 42027, 42044) [4]. However, the research on the optimal allocation
model of human resource redistribution based on decision tree algorithm in China is still
in the preliminary stage, and there is still a certain gap compared with that in foreign
countries.

The research on the optimal allocationmodel of human resources redistribution based
on decision tree algorithm needs to be further improved. The following points must be
started: First, strengthen the research on decision tree algorithm; Secondly, improve the
application efficiency of decision tree algorithm; Finally, strengthen communication and
cooperation with foreign countries.

2 Design and Exploration of Optimal Allocation Model of Human
Resource Redistribution on Account of Decision Tree Algorithm

2.1 Decision Tree Algorithm

Decisiontree (DT) refers to the model of algorithm. The principle of this algorithm is
like a tree, which is constantly branching like a branch, connecting the trunk of the tree
from the root to the branches and leaves. This principle is essentially a classification
problem and a regression problem, consisting of nodes and line segment edges. In the
operation principle of decision tree, node splitting is explained. Node splitting is an
intermediate part of the process. Data is divided from top to bottom and then processed
by neurons to form more than two child nodes. Node splitting is processed according to
the optimal characteristics of the training data. Optimal feature is the selection of optimal
feature value after classification of training data after full training, which is conducive
to the improvement of the efficiency of decision tree and elimination of features without
classification ability. Commonly used criteria include information gain, information gain
ratio and Gini index. The process of decision tree algorithm is as follows:

Step1 for the split node, the training set has multiple features, all of which will
divide the training set, so that the gini coefficient can be obtained through the training
set according to the corresponding eigenvalues. The principle of selection is to select
the minimum value of multiple eigenvalues, as shown in Fig. 1 [7].

Step2 continuously repeats Step1 to generate a decision tree. The condition for
stopping repetition is to compare the non-pure pseudo-leaf node with parameter T, and
stop until less than parameter T, as shown in the second and third layers of Fig. 1.

Step3 for impure pseudo-leaf nodes, the data classificationmodel is produced, which
is a data model MDT based on decision tree.

Step4 the algorithm ends, and the process is shown in Fig. 1.
As shown in Fig. 1, the basic principle of the decision tree algorithm is shown. Firstly,

the first layer in the figure is taken as a split node, and the training model of this node
all contains eigenvalues [4]. Then, the decision tree is divided into two parts according
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Fig. 1. Operation flow chart of decision tree algorithm

to the eigenvalues. When the decision tree is divided into two parts in the second layer,
step1 is repeated until the constraint condition of parameter T is reached. The training
set is divided according to the same principle of the third and fourth layers, and finally
comes to the end of step4.

2.2 Research on Optimal Allocation Model of Human Resource Redistribution
Based on Decision Tree Algorithm

2.2.1 Input Human Resource Data

The first thing that human resource system should do is to collect human data. Data
collection is the basis of the optimal allocation model of human resources redistribution
based on decision tree algorithm. Therefore, the quality of data is a very important aspect.
This paper makes full use of decision tree algorithm to solve the major problems and
challenges of the optimal allocation model of human resources redistribution [6].

2.2.2 Data Preprocessing

Human resource data preprocessing is the collection, processing and processing of the
data generated by the optimal allocation model of human resource redistribution based
on decision tree algorithm. The data contains various contents, such as the personal
information of job seekers, job intention, job resources, and data of different industries.
Make full use of these data to establish a human resource redistribution model, and
then push effective results through the model. In practice, some data are continuous and
some do not have continuity, and some data even produce bad results for the human
resource redistribution model. Therefore, data preprocessing for the human resource
redistribution model is needed. A series of data processing should be carried out for
the obtained result set, such as eigenvalue selection, pseudo-data removal, data format
conversion, data storage and so on [1].
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2.2.3 Recommended Steps Based on Decision Tree Algorithm

Step1: Collect and preprocess the recommended data set of human resources.
Step2: Human resource data are divided into training samples and test samples

according to certain rules.
Step3: construct the node N of the decision tree. If the data type is 1, it can be judged

that the node is a leaf node. At the same time, if there is no attribute, the root node can
also be judged as a leaf node.

Step4: according to the node attributes, carry out information gain, calculate and
record the attribute value of information gain.

Step5: record the attribute of the root node as the highest information gain, and save
the information.

Step6: give each node a new leaf node.
Step7: the splitting principle of decision tree is used to transform the recommendation

algorithm.
Step8: remove the pseudo nodes in the decision tree to improve the overall efficiency

of the decision tree.
Step9: Apply the recommendation principle and process the recommendation results

of human resource data through the decision tree model.

3 Explore the Effect of Optimal Allocation Model of Human
Resource Redistribution on Account of Decision Tree Algorithm

Suppose the dataset where, D = {(xi, yi)}ni=1 xi ∈ Rm, yi ∈ {1, 2, 3...K} is the node’s
flag. The data set can be classified and temporarily divided into K category. It can be
known that the probability of samples of K category is. Then the corresponding Gini
index of the data set under this condition is:

Gini(p) =
K∑

k=1

pk(1 − pk) = 1 −
K∑

k=1

p2
k (1)

Approximate estimationPk is made for D in the process of operation, and the value is
|Ck||D| , which Ck means the number of k-th data in D, and the number of training samples.
The Gini index corresponding to D is:

Gini(D) = 1 −
K∑

k=1

(
Ck

D

)2

(2)

When the decision tree splits (K= 2), when the node splits, the feature A is obtained,
and then the Gini index is calculated. D needs to judge whether a can be evaluated
according to the eigenvalue, and is divided into two parts, the formula is as follows:

D1 = {(xi, yi) ∈ D|A(xi) = a},D2 = D (3)

Therefore, the Gini index of the set under the condition of features is defined as:

Gini(D,A) = |D1|
|D| Gini(D1) + |D2|

|D| Gini(D2) (4)
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Gini(D,A) is the uncertainty of D after node splitting under condition A = a. The
value of the uncertainty affects the value of the training set. If the uncertainty is large,
the uncertainty of the training set will be larger.

Detailed analysis:
First, the generation of incomplete decision tree. Splitting nodes is a process of data

generation. Eigenvalues of the splitting nodes are collected, and gini index is calculated
according to all eigenvalues. The principle is to select the corresponding optimal feature
and splitting node from the minimum eigenvalue. According to the value, the decision
tree is divided into two parts, which is a split of nodes [5]. The process of the decision
tree algorithm is repeated until it is less than the impure pseudo node. The decision tree
has many nodes, and each node can be evaluated, and each nodemust generate two parts.
The operation of the decision tree continues until the condition no longer meets the data
model condition.

Second, the linear and nonlinear problem of training data set. The given training
data set may be linearly indivisible at the beginning, but since the decision tree has been
sorted out in the early stage, the division of nodes can be approximately regarded as a
linear relationship for the data processing of decision tree on nodes [10].

Thirdly, the weight of the scale T of the impure pseudo-leaf node. An important part
of decision tree algorithm is nodes, so it is necessary to consider the node size T. If T
is large, the corresponding decision tree will have shorter branches and fewer leaves. In
this case, the classification effect of decision tree is often poor. When T value is very
small, the corresponding decision leaves and branches are deeper, and there are more
classification nodes, so the complexity of decision tree will be higher. Therefore, the size
of the t-value is often important, which determines the style of the decision tree model
[2].

4 Investigation and Analysis of Optimal Allocation Model
of Human Resource Redistribution on Account of Decision Tree
Algorithm

In this paper, 10 randomly selected data sets are processed by decision tree model, as
shown in Table 1. The model was used to test the data for 100 times, and the mean value
was obtained to record the results, while preventing various restrictive factors of the
experiment. The data model adopts the current popular device configuration: CPU Core
I5-121, 3.40 GHz, and memory 8.0 GB.

In Table 1, as shown in Table 1, the four items in The first row are The data set,
Number of training samples, The Number of test samples and Feature dimension. The
left column is the 10 test data sets that were tested. The data for all 10 test datasets are
recorded in Table 1.

The research institute of optimal allocation model of Human Resource redistribution
uses the decision tree algorithm to test the error rate, and its effect is shown in Table 2.

In Table 2, as shown in Table 2, the 2 items on the horizontal axis refer to the error
rate and fault tolerance rate, and the 10 items on the vertical axis refer to the randomly
selected 10 data sets of the study on the optimal allocation model of human resource
redistribution based on the decision tree algorithm, respectively Image, Spambase,Magic
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Table1. Decision tree dataset test table

The data set Number of training
samples

Number of test
samples

Feature dimension

Image 5600 4500 28

Spambase 2300 1398 56

Magic Gamma Telescope 8790 9870 11

Madelon 560 1890 490

Banana 7890 980 8

Germen 1450 4320 14

Diabetis 2908 4570 7

Dota2DataSet 90345 12090 109

Credit Card Client 8700 17650 21

Cod_rna 9807 16700 43

Table 2. Error rate table of decision tree algorithm

The data set Error rate*1000 Fault tolerance

Image 0.010*1000 94.21

Spambase 0.011*1000 95.42

Magic Gamma Telescope (MGT) 0.019*1000 95.64

Madelon 0.009*1000 97.51

Banana 0.012*1000 95.71

Germen 0.011*1000 92.71

Diabetis 0.013*1000 94.71

Dota2DataSet 0.021*1000 99.71

Credit Card Client 0.031*1000 98.12

Cod_rna 0.019*1000 96.23

Gamma Telescope (MGT), Madelon, Banana, Germen, Diabetis, Dota2DataSet, Credit
Card Client, Cod_rna. Table 2 shows that the error rate of the study on the optimal
allocation model of human resource redistribution based on decision tree algorithm is
0.010, 0.011, 0.019, 0.009, 0.012, 0.011, 0.013, 0.021, 0.031 and 0.019 respectively.
The fault tolerance is 94.21, 95.42, 95.64, 97.51, 95.71, 92.71, 94.71, 99.71, 98.12 and
96.23.

Figure 2 is the data graph form 2, Fig. 2 horizontal error rates, and fault tolerance
rate, said based on decision tree algorithm is the optimal allocation of human resources
redistribution model research measure, ordinate 10 is a random sample of 10 based
on decision tree algorithm is the optimal allocation of human resources redistribution
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Fig. 2. Error rate diagram of decision tree algorithm

model research data sets, Image, Spambase,Magic GammaTelescope (MGT),Madelon,
Banana, Germen, Diabetis, Dota2DataSet, Credit Card Client, Cod_rna. Figure 2 shows
that the error rates of test scores of the study on optimal allocation model of human
resource redistribution based on decision tree algorithm are 0.010, 0.011, 0.019, 0.009,
0.012, 0.011, 0.013, 0.021, 0.031 and 0.019 respectively. The fault tolerance is 94.21,
95.42, 95.64, 97.51, 95.71, 92.71, 94.71, 99.71, 98.12 and 96.23.

From the above test data, compared with the optimal allocation model of human
resource redistribution based on decision tree algorithm, the research is very excellent
in error rate and error tolerance rate. The research on the optimal allocation model of
human resource redistribution based on decision tree algorithm is bound to realize its
great value in the field of human resource redistribution optimization.

5 Conclusions

This paper introduces an important decision tree algorithm, which firstly calculates the
Gini coefficient. Before calculating this value, the eigenvalues of the decision tree are
sorted out. By sorting out each eigenvalue, the smallest eigenvalue is selected and the
corresponding node is selected. This node is the optimal node corresponding to the
minimum eigenvalue [3]. The decision tree is usually split and divided into two parts of
the subsystem at this optimal node. The process is then repeated until the limit is reached.
The research on the optimal allocationmodel of human resources redistribution based on
decision tree algorithm in China has made great efforts in the research and development
of decision tree algorithm, and has made special breakthroughs in the problems and
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obstacles encountered, which provides a set of reference examples for the optimization
of human resources allocation.
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