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Abstract. Intelligent Connected Vehicle (ICV), as a revolutionary technology for
automobiles, is rapidly developing and changing the way people travel. However,
the current smart cars lack the intelligent control of the powertrain, and even if
the network connection is completed, the power, economy and emissions can-
not be greatly improved. State-of-the-art deep reinforcement learning algorithms,
whose agents continuously interact with the model, employ an end-to-end control
strategy. The deep learning neural network is used to fit the mapping relationship
between the state and the action, and the action of the agent is evaluated by the
reinforcement learning reward function, and iteratively learns the control strategy
that meets the goal. This paper adopts a new EGR control method based on deep
reinforcement learning, and compares it with the traditional PID control method
to verify whether the method is feasible and provide a reference for the intelligent
control of the engine.
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1 Introduction

With the implementation of the latest automobile emission regulations and the improve-
ment of NOx standards, it has reached the technical bottleneck to optimize automobile
emissions by general means. Now the engine has to optimize automobile emissions
through EGR system. EGR (exhaust gas recirculation) system is an exhaust gas recir-
culation system that introduces part of the exhaust gas into the intake manifold and mix
fresh air into the cylinder. Due to the additional exhaust gas get into the cylinder, the
increase of combustion temperature can be effectively restrained. The increase of inert
gas that prolongs the ignition delay period and slows down the combustion velocity
leads to effectively inhibit the formation of nitrogen oxides. As a result, an accurate
controlletion of the EGR valve give appropriate amount and suitable time of exhaust
gas into the cylinder. The EGRrate, the ratio of exhaust gas flow to the total flow into
the cylinder, is a parameter indicates the amount of exhaust gas. At present, centralized
electronic control technology is widely used in automobile, which can realize precise
control of EGR valve learning and intelligent control. At the same time, it may be a very
good choice to meet the demand for simplicity and robustness inindustrial [3–5].
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Meanwhile, with the long research time, high reliability and wide application range
[1, 2], PID is often used as the controller in industry. For diesel engine, the interveneces
will be araised between VGT and EGR. The pressure of exhaust manifold changed by
VGT will increase the difficulty of EGR control. The traditional PID control method
with poor versatility and high cost is difficult to tune parameters. At present, expert PID
control, fuzzy-PID control and PID control based on neural network can achieve better
optimization effect. However, these control methods need to learn expert knowledge,
build fuzzy control decision table and tune complex neural network parameters, which
will become very complex when applied to EGR, and can not meet the requirements of
industrial application.

As an important development direction of artificial intelligence,machine learning has
madegreat progress in games, go, image recognition andother fields.Deep reinforcement
learning is considered to be one of the best algorithms to artificial intelligence, and has a
good development in various industries. Reinforcement learning is mainly composed of
agent, environment, state, action and reward. Agent obtains feedback by interacting with
environment and makes an action to environment according to certain strategy; Through
reinforcement learning, agents can get the information of their state and the actions they
should take to get the maximum reward. The interactive method of agent is like human,
and it can be considered that reinforcement learning is a general learning framework to
solve AI problems.

As an important method of machine learning, deep reinforcement learning (DRL) is
regarded as an important means to realize artificial intelligence; DRL has the advantages
of supervised learning and unsupervised learning, and has great superiorities in dealing
with complex decision-making problems. DRL can be divided into on policy and off
policy on the basis of policy. The most representative algorithm of on policy is Sarsa and
Sarsa(λ); Q-learning algorithm is the most breakthrough algorithm of off policy. It is the
first method to defeat the top chess players in the field of artificial intelligence [6, 7]. The
DeepQNetwork (DQN) strategy adopted onAlpha-Go [8] andAlpha-Zero [9] is the first
computer program to beat a human professional Go player. The utility of deep network
learning replace Q-table accurately inhance the adaptive capacity of RL, so that it can
realize the high-dimensional state and action space. The DDPG Strategy proposed by
Lillicrap et al. [10] is a deep reinforcement learning algorithmcombiningDQNalgorithm
andActor-Critic algorithm,whichuses deepneural network as the approximator. It solves
the problem that the DQN algorithm can only output discrete actions, which can not be
applied to most real control tasks, and the Actor-Critic algorithm is difficult to converge
and unstable.

In the following papers, DDPG algorithm is used to realize the continuous control of
EGR solenoid valve of diesel engine. The structure of the thesis is as follow: The second
section proposed the optimal control of EGR rate based on deep reinforcement learning;
The third section present comparison and discussion of the results of deep reinforcement
learning and PID control; The fourth part give the conclusion of the research.
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2 Method

2.1 Deep Reinforcement Learning Algorithm

Model free deep reinforcement learning is a self-learning and self optimizing decision-
making method. It is different from most other control algorithms in that it learns an
optimal strategy through the interaction between agent and environment. Figure 1 is
a process of interaction between agent and environment; The agent first observes the
environment to get a state(s), according to which the agent makes an action on the envi-
ronment, then observes the state(s’)after the environment changes, and gets a reward
value(r) by evaluating the changed state, which can evaluate the agent’s action; This
process can be described by Markov chain (MDP) [11, 12]. The essence of reinforce-
ment learning is to describe the problem as a Markov decision process and find an
optimal strategy. The so-called strategy is the mapping from state to action, expressed
by π(a|s) = p[At = a|St = s]. The reinforcement learning uses a reward function to
represent the return value of a specific time step:

Gt = rt+1 + γ rt+2 + γ 2rt+3 + . . . =
∞∑

k=0

γ krt+k+1 (1)

Gt represents the total reward value of a certain time steps, and R represents an
immediate reward in that time step, γ represents the discount factor of a reward value
(the further away from the current time step, the smaller the impact on the total reward
value, so its index is increasing).

DDPG algorithm combines the the advantages of actor-critic framework and and
DQN, and its core root formula is the well-known Bellman recursive formula. The
formula is as follow:

Qπ (s, a) = En[G0|S0 = s,A0 = a]

= E[
∫ 0

T=0
rtRt+1||S0 = s,A0 = a] (2)
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State Reward

Rt+1

St+1
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Fig. 1. Basic framework of reinforcement learning
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Although the DQN can deal with the state input of high-dimensional, its action is still
discrete and can not deal with the continuously decision-making problem; The DDPG
strategyuses deepneural networks as approximators to effectively combine deep learning
and deterministic strategy gradient algorithms. It can copewith high-dimensional inputs,
achieve end-to-end control, output continuous actions, and thus can be applied to more
complex situations with large state spaces and continuous action spaces. In detail, DDPG
uses an actor network to tune the parameter θμ for the policy function, that is, decide
the optimal action for a given state. A critic is used for evaluating the policy function
estimated by the actor according to the temporal TD error (see Fig. 2) [13–15].

The engine speed, actual EGR rate, target EGR rate and current EGR valve opening
are taken as the four-dimensional state space of DDPG algorithm; Continuous control
of EGR valve opening as an action space. Immediate reward is very important in RL
algorithm, which directly affects the convergence curve; In some cases, even if you fine

Table 1. Pseudo-code of the Deep deterministic Policy gradient (DDPG) algorithm.

DDPG algorithm:

Randomly initialize critic network Q(s, a|θQ) and actor μ(s|θμ) with weights θQ and θμ

Initialize target network Q and μ with weights θQ
′ ← θQ , θμ

′ ← θμ

for episode = 1, M do

Initialize a random process N for action exploration

Receive initial observation state s1

for t = 1, T do

Select action a = μ(st |θμ) + Nt according to the current policy and exploration noise

Execute action at and observe reward rt and observe new state st+1

Store transition (st, at, rt, st+1)) in R

Sample a random minibatch of N transitions (st, at, rt, st+1) from R

Set yi = ri + γQ
′
(si+1, μ

′
(si+1|θμ

′
)|θQ′

)

Update critic by minimizing the loss:

L = 1
N

∑
i (yi − Q(si, ai

∣∣∣θQ ))
2

Update the actor policy using the sampled gradient:

∇θμJ ≈ 1
N

∑
i

∇aQ(s, a|θQ|a = si, a = μ(si) · ∇θμμ(s|θμ)|si
Update the target networks:

θQ
′ ← τθQ + (1 − τ)θQ

′

θμ
′ ← τθμ + (1 − τ)θμ

′

end for

end for
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Fig. 2. Actor-critic architecture.

tune the immediate reward, the convergence results can change dramatically. Therefore,
the immediate reward should be defined according to the optimization goal, and the
error and action change rate between the current EGR rate and the target EGR rate are
regarded as the immediate reward. The formula is as follow:

rt = e− [0.95∗|e(t)|+0.05∗|It |]2
2 − 1 (3)

rt represents the immediate reward, e(t) and It represents the error and action change rate
between the current EGR rate and the target EGR rate respectively. Table 1 shows some
super-parameters used in DDPG. Actor uses two-layer deep neural network with 300
neurons in each layer. Critical uses one-layer neural network with 300 neurons (Table
2).

2.2 Co-simulation Platform

The simulation is conducted on a co-simulation platform.The control algorithm iswritten
through Python language, and the model is established in GT-SUITE. There is no direct
communication between the two, so it is necessary to use MATLAB/Simulink to realize
real-time data transmission between GT-SUITE and python. The structure of the system
is shown in Fig. 3.

2.3 Mean Value Model

The enginemodeling and simulation analysis is the basis of engine control systemdesign.
Engine model plays an important role in the whole process. The correct simulation result
is based on a model which has correct parameters and compete structure. Mean value
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Table 2. DDPG parameters.

Parameters Value

Learning rate for actor 0.0001

Learning rate for critic 0.0001

Reward discount factor γ 0.9

Soft replacement factor τ 0.01

Replay memory size 100000

Mini-batch size 128

Action randomness decay 0.999995

Initial exploration 10

Fig. 3. Co-simulation platform

enginemodel has beenwidely used in engine control research. It combines the calculation
advantages of accuracy in detail model and fast in Fast Running Model (FRM) [16].

Mean value engine models are useful for certain types of modeling where simulation
speed is of primary importance, the details of wave dynamics are not critical, and bulk
fluid flow is still important. A mean value engine model essentially contains a map
based cylinder model that is computationally faster than a regular (detailed) cylinder.
The simulation speed can be increased further by combining multiple detailed cylinders
into a single mean value cylinder.

The basis of a mean value engine model is the mean value cylinder, which is simply a
map based cylinder. The three maps that determine the mean value cylinder performance
are volumetric efficiency, indicated mean effective pressure (IMEP), and exhaust gas
temperature. Each of these three quantities is an input to the mean value cylinder and is
imposed by the cylinder during a simulation. So to build a realistic mean value model, it
is necessary to define each of these three quantities as a function of other variables [17,
18].

Volumetric Efficiency should nearly always be a function of engine speed (unless a
constant speed engine) and intake manifold pressure. Other variables to consider based
on the specific engine details and intended purpose of the model are intake manifold
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Fig. 4. Reinforcement learning control EGR average model

temperature, exhaust manifold pressure, valve event timing and profile, and burned gas
fraction in intake manifold (for EGR engines). IMEP and Exhaust Gas Temperature will
generally be dependent on the same variables as they are both related to distribution
of fuel energy. They also generally will be dependent on the trapped air mass in the
cylinder and should therefore contain at aminimum the same dependencies as volumetric
efficiency. The mean value engine model established by fitting these three parameters
greatly improves the simulation speed and enhances the efficiency of research without
reducing accuracy [19].

2.3.1 The Composition of Mean Value Engine Model

As shown in Fig. 4 is the composition of thewhole enginemodelwhichEGR is controlled
by reinforcement learning. It’s mainly composed with six parts, and they are mean
value engine model, intercooler, EGR controller, VGT position controller, accelerator
pedal and EGR cooling module. The engine model is a 4-cylinder 3-L turbocharged
direct injection diesel engine. The EGR controller uses reinforcement learning method
to control the EGR valve to achieve the EGR control of the whole mean value engine
model.

Volumetric efficiency, IMEP and exhaust gas temperature define the cylinder of
mean value engine model. These three quantities are calculated by neural networks
which depend on seven input variables (engine speed, intake manifold pressure and
temperature, exhaust manifold pressure, fuel rate, injection timing and EGR fraction).
In addition, a neural network with seven variables is used to calculate the FMEP of
crankshaft.

The actual EGR rate is calculatedwith themass fraction ofCO2 sensed by the sensors
called CO2_INLET and CO2_OUTLET in the intake manifold, and the value will be
transmitted to the EGR-controller. The EGR-controller controls EGR by adjusting EGR
valve based on the target EGR rate in time-EGR part. The actual EGR-rate calculate
formula is as follow:

η(EGR−rate) = CO2_INLET

CO2_OUTLET
× 100% (4)
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3 Results and Discussion

In order to verify the effect of reinforcement learning control, the FTP-72 (Federal Test
Procedure) of the United States shown in Fig. 5 is selected as the working condition.
The working condition simulates a 12.07 km urban line, and often carries out rapid
acceleration and deceleration, with the highest speed of 91.25 km/h and the average
speed of 31.5 km/h. The reason why chose this working condition is that it can represent
the real engine working condition with large delay, strong coupling and nonlinearity. If
it can train a better control strategy in this complex environment, it can perform better
in other stable conditions such as Europe NEDC.

The target EGR rate of the whole working condition can be calculated according
to the vehicle speed, engine speed, pedal position and our mean value engine model;
The whole working condition has 1372 s, and the DRL algorithm needs some training
to determine some parameters, which greatly increases a time cost; In this regard, we
choose a period of time with rapid and complex changes in the middle condition for
training, and a training condition between 800 s to 850 s will be choosed. As shown in
Fig. 6, the red line is a target EGR rate calculated according to the working condition

Fig. 5. FTP72 engine speed and vehicle speed diagram
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Fig. 6. DRL and PID Control Result

Fig. 7. DDPG Control Reward

data in the engine model; The green line is the result of a PID controller which use a PI
control, and it is a good result obtained after continuous optimization and adjustment of
parameters. The blue line is an effect of DRL training. Only 50 rounds have been trained
this time and both DRL and PID are not well controlled in local position. The reason
is the controller has a certain delay, which can not be solved by the control itself; PID
has a certain overshoot in some local conditions, while DRL is relatively better; This
indicates that deep reinforcement learning is feasible in engine control, and can provide
reference for improving engine control.

Reward is an important value to evaluate whether the algorithm has gotten conver-
gence. Reward is a Gaussian function about action and state; Reference to the label
of supervised learning is an important method to evaluate the results of DRL training.
Showing in Fig. 7, the agent is constantly trying and making mistakes at start, and the
reward value is always very low. Through continuous learning, the agent converges in
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37 rounds, but it fluctuates in a small range after convergence. This is because the output
of the neural network has randomness, but it has little influence on the final control.

4 Conclusions

A new control method is proposed in this paper, which applies DRL algorithm to the
control of engine bottom actuator to realize end-to-end control; Compared with the
mature PID control, the DRL control is better in local conditions, which is mainly
owing to the characteristics of self-learning and self-adaptive of DRL; Therefore, the
application of DRL in engine control is feasible, and the control effect can be improved
by continuously optimizing the algorithm structure and parameters, so as to provide a
feasible method for engine control.
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