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Abstract. This paper studies the accuracy correction method of literary transla-
tion based on semi supervised learning, so as to improve the accuracy of Literary
translation and reduce the translation error rate. Based on the word vector of recur-
rent neural network, the data preprocessing and feature extraction of translation
of Literary works are realized by constructing a word alignment and segmenta-
tion model. Based on TF — IDF algorithm, the translation grammatical features
of Literary works are extracted, and K-means clustering algorithm is used to
detect the accuracy features. Based on semi supervised learning, mistranslation
features are identified, and translation accuracy correction of Literary works is
realized through semantic feature analysis. The results show that this method can
detect the mistranslation features in the grammar feature sample set. The num-
ber of mistranslation features detected is almost the same as the actual number
of mistranslation categories in the corresponding data set, and the comprehensive
detection performance is high; We can distinguish the mistranslated grammar from
the correct grammar through grammar mistranslation correction, and the overall
correction accuracy is higher than 98% .

Keywords: Semi supervised learning - Literary - Literary translation -
Translation accuracy - Translation correction

1 Introduction

In the field of natural language processing, grammar correction has gradually become
one of the main research directions. In the process of the continuous development of
machine learning methods [1], more and more scholars began to study the application of
machine learning algorithms to achieve grammar correction, so as to avoid the problems
of low efficiency and poor accuracy of previous grammar correction. There is a great
gap between the two language systems involved in English-Chinese translation in terms
of expression and grammar, and it is impossible to achieve English-Chinese translation
completely through literal translation. Generally, English-Chinese translation mostly
adopts free translation and literal translation [2]. Due to the differences in the structure
of the two language systems and the cultural factors involved, free translation has certain
constraints and is prone to mistranslation [3, 4]. In addition, improper word selection
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and lack of professional knowledge are also prone to grammatical mistranslation, which
reduces the accuracy of English-Chinese translation and brings inconvenience to prac-
tical application. In order to effectively solve the above problems, it is necessary to
select appropriate methods to accurately and efficiently correct the translation accuracy
of English language Literary works, so as to improve the accuracy of English-Chinese
translation [5].

A phrase corpus with a tag size of about 740000 English and Chinese words is
constructed by improving the generalized maximum likelihood ratio detection, so that the
phrase has a searchable function. By constructing the phrase structure through the phrase
center, the part of speech recognition results can be obtained. According to the syntactic
function of the parsing linear table, the English and Chinese structural ambiguity in the
part of speech recognition results can be corrected, and finally the recognition content
can be obtained. However, the effect is not ideal for grammatical problems such as lack
of words and word order [6]; An online translation platform that can translate between
multiple languages and English, complete the post translation sentence sorting, maintain
the English knowledge base and other translation elements. It includes the architecture
of five functional modules: memory maintenance, task management, manual correction,
automatic translation and system receiving and sending. At the same time, it is divided
into the system function realization process, which is mainly composed of integrating
multiple languages and completing work on the basis of the project. However, the error
correction process is time-consuming and the overall efficiency is not ideal [7].

Based on the above analysis, this paper studies a semi-supervised learning-based
accuracy correction method for translation of Literary works. Based on the translation
data preprocessing and feature extraction of English language Literary works, this paper
uses semi supervised learning to identify the mistranslation features of English lan-
guage Literary works, and constructs a mistranslation correction model by detecting the
mistranslation features to correct the translation accuracy of English language Literary
works. The experimental results show that this method can effectively and accurately
correct all kinds of mistranslation problems in the translation of Literary works, improve
the accuracy of translation, and provide convenience for users.

2 Design of Correction Method for Translation Accuracy
of Literary Works

2.1 Translation Data Preprocessing and Feature Extraction

2.1.1 Word Vector Generation

Build a recursive neural network model to generate word vectors [8, 9], and digitally
process English sentences to facilitate the understanding of natural language. By solving
the non-fixed input vector x, the optional output vector y of the hidden layer 4 of the
model is obtained, and the hidden layer 4, after the period ¢ can be updated according
to the following iterative formula:

hy =h—1(0 +x;) (D
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Table 1. Word vector generation table

Xj Initial h; wi el Update h;
What | by 1 hy |0
—

Are hy 0 0 hy

—
You h3 1 h3 0
Doing hy 1 hy 3

—
? hs 1 hs |0

Assuming that the connection weight matrices of the recursive model are
Vi, Wi, U, Wy, and U,, respectively, the outputs of the initial hidden layer at different
times are h; and h;_| respectively, and the content of the source statement is represented
by x;, the following formulas are used to generate word vectors:

h; = Uphi—1 + tanh x Wyx;
{wi =0 /Uyhi—1 — Wyxi + Vyywi— (2)
e; =wi/hi

Where, w; is the control switch of the hidden layer output at time i, that is, the
dynamic segmentation word. w;_1 and w; is the representation of the previous moment

and one digit of the control switch. The JTudgment basis of control switch is:
0, wi1 > w;
w; = { i,1 = Wi2 3)
Liwit <wio

With “What are you doing?”” As an example, the generation process of word vectors
is briefly described in Table 1. Make the last character 1 to ensure that the end of the
statement is effectively output. Similarly, the target statement word vector ely attime i is
obtained.

2.1.2 Word Alignment Segmentation

In general, English language Literary works contain more long and difficult sentences,
and longer English sentences will weaken the performance of the correction model.
Therefore, a word alignment model is constructed to divide long sentences into multiple
short sentences. According to the source statement x; and the target statement y;, the
following optimization expression is used to obtain the best target statement:

y; = arg max{S(y; | x;)} 4)

It can be seen from the above formula that the calculation process of the maximum
function can describe the search problem of generating sentences in the target sentence,
and all possible sentences need to be obtained. Therefore, S (x; | y;) is defined as a
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statistical alignment model, and the expression is as follows:
S (i lyi) = Y8 (xivey | i) ©)

Where «; refers to any word in the source statement.

Make the probability distribution of all alignments consistent, and the alignment
probability is not disturbed by word order. Set the start position and end position of
statement segmentation as (I, j1) and (2, j») respectively, where / represents the length
of the source statement, j represents the length of the target statement, and the value
ranges are [/1, [, — 1] and [, jo — 1] respectively. If the probability weight of the known
statement pair is y, and its adjustment parameter is 8, the regularized alignment based
on the statement length can be realized through the following expression:

1

y=px———q+(-p (©)
Using the forward and reverse word alignment model, the target sentence probabil-
ity P(xf]2 | yﬁ) and the source sentence probability P(yj]2 | xflz) are obtained, and the
approximate joint probability is calculated. The probability matrix is constructed by cod-
ing language pairs. The matrix is divided into four quadrants by each segmentation point
(1, j1). For the start position (1, j;) and end position (l2, j) of sentence segmentation,
two modes of monotonic alignment of the first and third quadrants and non monotonic
alignment of the other two quadrants are designed. The calculation formulas of each

alignment probability are as follows:

L . L
Prji(x?, i) = Py, ) X PGy, Vi) (7

! i j ! -
PrjoG, Y2 = PG y2 ) x PR, v2) (8)
17701 1’7+ +1°7]

Traverse the segmentation points contained in the statement, and get the best
segmentation point from the following formula:

RN 1} j
(1], 8) = maxPyj 50 | ¥}7) 9

Where, § is an arbitrary constant with a value range from O to 1. The minimal
partition statement length (/,i, jmin) is introduced to avoid the clause length being too
short, and the length of the source statement and the target statement are limited to
[ + Lnin — 1, b — Lpin] and [j1 + jmin — 1, j2 — jmin] sections respectively.

After the iteration cycle, the longest sentence length of the statement is no longer
greater than the set statement length.

2.2 Extraction of Translation Features of English Language Literary Works

TF — IDF (feature frequency inverse document frequency) feature extraction algorithm
[10], whose essence is to calculate the occurrence frequency weight of a word and
the similarity between texts, so as to obtain the optimal grammar of this word and
achieve the purpose of extracting grammatical features. The algorithm can prevent the
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loss of semantics and vocabulary in grammar, and extract grammatical features with
high accuracy. It can lay a solid foundation for feature extraction and correction of
grammatical mistranslation.

Therefore, TF — IDF algorithm is selected to extract grammatical features from
the preprocessed translation data of Literary works to form a sample set of translation
features of Literary works. The grammatical features are extracted by calculating the
proximity of the text in the translation of Literary works and the weight of the frequency
of words. The weight of words in the translation of Literary works can be obtained by
the product of IDF and TF. On this basis, the best grammar of words is extracted. The
formula is:

W(s;, b) = IDF x TF (10)

Where, b represents the document number; s; stands for vocabulary; W stands for
weight. The task of IDF is to improve the criticality of words that occur less frequently
and the difference between texts. Its operation formula is:

M
IDF = 1g— (11)
m;

Where, m; represents the number of i words in all documents; M refers to the
number of documents contained in the English-Chinese translation text. TF stands for
characteristic frequency, and its expression is:

_ 1eGrGrd) + 1)
Ig S

TF (12)
Where, S represents the total number of words in document b after document
processing; Sr(sx, d) represents the number of words s; in document b.

2.3 Detection of Translation Accuracy Characteristics of Literary Works

As one of the common methods in the field of text detection [11, 12], the K-means clus-
tering method essentially uses the centers of different classes of samples as the represen-
tatives of various classes to implement iteration, so as to continuously and dynamically
adjust the centers of different classes to achieve clustering. Its advantages are strong
adaptability and high autonomy. Its detection results can be updated automatically with
the change of sample distribution mode, and the overall detection performance is high.
Therefore, this paper chooses this method to detect the translation accuracy of Literary
works.

Suppose that the extracted translation feature sample set of Literary works is ¥ =
{yi}i_,, the specific clustering quantity parameter is expressed in k, and the sample set
Y is clustered by the basic K-means; Evaluation function can be used to evaluate the
inter class separation and intra class clustering of the clustering results. The evaluation
index U can be selected as mean square deviation, and its operation formula is:

1 k n; d
v= \/ 22 g 2y V@ )’ (13)
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Where, n and d respectively represent the sample quantity and dimension; ajp and y][;
represent the cluster center of class j and the p-th component of the sample; n; represents
the number of samples in class j in the clustering results. On this basis, by adjusting the
value of the clustering parameter k, paying attention to the change of the indicator U, the
appropriate clustering results are obtained, and based on this, the mistranslation features
in the grammar feature sample set are detected. The detailed steps of translation accuracy
feature detection of Literary works based on K-means clustering are as follows:

Step 1: let k and ¢ be the initial clustering parameters and iteration parameters respec-
tively, and ¥ = {y;}’_, be the initial sample set of translation features of the extracted
Literary works.

Step 2: after K-means clustering the initial sample set, obtain the initial clustering

resultY — {Y 1(’), Yz(t), Y k% }. The clustering steps are as follows: @ randomly select
k® samples from the initial sample set, and use the extracted samples to create the initial
cluster center set, represented by A?) = {ap(’) }f;(:[)l, where ap(’) represents the cluster
center. @ Calculate the similarity between all samples in the initial sample set and each
cluster center, and divide each sample into the class where the cluster center with the
highest similarity of the same sample is located. The similarity calculation formula is:

d
Soia) =3 0f =) (14)

Where, the p-th component of sample y; in the initial sample set is represented by yf ;
The p-th component of cluster center al(f) is represented by a,(f)p . ® Continue to update

the cluster center al(,t) of all classes after the update. The update expression is:
1
a? = Zqzl Y;,/n; (15)

The new cluster center set is obtained by updating formula (15). @ Judge the cluster
center set before and after the update. If they are different, go back to step @ and
repeat the above process until they are the same; On the contrary, if the two are the
same, the clustering results of this time can be directly obtained and expressed as ¥ —

® y(@® 0]
Y, n' .Y,k

Step 3: calculate the evaluation index U based on the obtained clustering results,
and compare the evaluation index U~ and U¥ obtained from the previous round of
clustering results. If the comparison result is |U") — UY~D| < ¢, then:

t=1t+1
[ha 1
At the same time, return to step 2; otherwise, go directly to the next step.
Step 4: set the finally obtained clustering result as ¥ — {Yl([), e, Y,fl), e, Yk((ll))},

and the number of samples in class Yp(l) in this result is represented by ng). Based on

the value of nf,l), arrange each class in the clustering result from low to high, and select
the class with the lower number of samples at the top of the arrangement. The samples
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in these classes are the finally detected mistranslation feature samples. Complete the
translation accuracy feature test of Literary works, and output the mistranslation feature
samples.

2.4 Correct the Translation Accuracy of English Language Literary Works

2.4.1 Identifying Mistranslation Features of Literary Based on Semi Supervised
Learning

Extract the translation data features that generate mistranslation of Literary works and
input the semi supervised learning model [13, 14] to identify the mistranslation features
of Literary works. Three sparse self encoders are used to form a semi supervised learning
model, including input layer, hidden layer and output layer. The number of neurons in the
model is constrained by sparse regularization terms, and the feature vector of translation
data is extracted. Let the data set generating mistranslation of English language Literary
works be {O1, O3z, L, Oy} and the normalized value of the data set be 2(0). Train each
sparse self encoder separately and map the normalized value of the input translation
data. The formula is:

N(0) = P(Q x h(0)) +R a7)

Where, N(O) is the mapping value of the data set, P is the weight matrix of the
encoder, and R and Q are the activation function and offset vector respectively. Mini-
mize the cost function as the optimization objective of semi supervised learning model
training, continuously adjust the value of model parameters until the optimal parameter
value is obtained, and take N (O) as the new feature expression of #(O). Take N(O) as
the input of the next encoder, repeat the data mapping process, and take the output of
the last encoder as the final feature expression of the translation data. Take all the new
eigenvalues {ry, 2, L, ry} of the output layer of the semi supervised learning model as
the new eigenvalue vector of the translation data, and all the weight values {sy, s2, L, sy}
of the output layer as the original eigenvalue vector of the translation data. The range of
weight values is [0,1], and the sum of ownership weight values is 1.

Preliminarily identify the mistranslation types of Literary works, map the two feature
vectors to another vector with the same dimension, and the calculation formula is:

— _1 1
ry u=1"U (18)
- |4

Where, r, is the u-th new eigenvalue, s, is the V -th original eigenvalue weight, X .
and X; . are the expected and observed values of the translation type respectively, S is
the loss function of X; , and X» , [15, 16], and 7 and s are the mapping values of the
eigenvectors respectively. Train a classifier for each mistranslation category of English
language Literary works, and regard the mistranslation of English language Literary
works belonging to this category as a positive example, and the mistranslation of other
English language Literary works as a negative example. Calculate the probability value
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Y, of the e-th translation data generated by each classifier, and the formula is:

_ Te(i+y2+y3)

Ye
Ze+ T,

19)

Where, T, and Z, are the new feature vector and original feature weight vector of
translation data respectively, and the membership degree of the mistranslation classifier
of Literary works, and y1, y, y3 is the probability of mistranslation of grammar, proper
nouns and long sentences of Literary works respectively. Compare the probability values
of translation data output by all classifiers, take the translation data with the largest
probability value as a positive example of the classifier, and regard the mistranslation
category of Literary works corresponding to the classifier as the mistranslation type
of Literary works generated by the e-th translation data. So far, the identification of
mistranslation features of Literary works has been completed, laying the foundation for
the next step of translation accuracy correction.

2.4.2 Translation Accuracy Correction Based on Semantic Features

Logistics model is a classic model in semantic feature analysis. By using this model to
analyze the semantic features of Literary translation, we can get the semantic feature
details of the pre correction target, and then complete the correction by means of text
vocabulary matching method. As a chaotic model, logistics model has the characteristics
of high randomness and sensitivity of initial features, and has the advantage of high
environmental adaptability in translation accuracy correction, Building Logistic chaotic
model with one-dimensional mapping:

Xp1 = Axp(l — xp) (20)

Formula (20) represents a cluster attractor that can be translated in English, integrates
the concept set of translation of English language Literary works, adaptively matches the
context of translation of English language Literary works, and obtains the distribution
model of characteristic concept set of translated text:

s _ 2
{)‘c_a+by_x @1
y=x
The function of the corrected attractor is:
X=—ox+oy
y=—xz+rx—y (22)
Z=xy—bz

In the sentence clustering feature extraction of the translation of Literary works, it is
necessary to combine the semantic distribution differences in the translation of Literary
works, rely on the chaotic attractor to cluster the semantic features, and establish a
clustering model [17].

The clustering model will search for the most similar sentences to the translation
of Literary works through the context feature matching and adaptive semantic variable
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method. At the same time, it will carry out automatic lexical feature analysis, and draw
up the translation semantic code sequence of Literary works to be corrected. The size
of the semantic distribution concept set is V, the semantic distribution concept set is x,
and then the sentences similar to the wrong translation will be expressed as the column
feature vector x(n) € RN of N x 1. Using the association semantic grouping expression
algorithm, the clustering model description of Literary translation is obtained as follows:

=" sivi=vs (23)

With the above model design, the semantic feature analysis and error correction of
Literary translation are carried out under the chaotic model.

2.4.3 Design of Mistranslation Correction Process

Based on the model, the translation accuracy correction of Literary works is realized.
Since each sub model in the model set is generated based on different mistranslation
feature subsets, it is necessary to implement projection when inputting translation text
data of Literary works into the mistranslation correction model set; After all the correc-
tion sub models output the correction results, the final correction results are obtained
by voting based on the simple majority principle. The specific correction process is as
follows:

(1) Input the mistranslation feature subset {C ; Cé, cey C//V} and correction model
set Egp = {el,e2,...,eN x M x B} corresponding to each correction sub model;

(2) Let T represent the iteration time, then the translated text data of Literary works
obtained in the previous iteration is expressed as VIT — 1 = v; 7], vafl e v,f_l;

(3) Each correction sub model ¢; € E,j;, based on the mistranslation feature subset
C; corresponding to the correction sub model e;, projects the VIT — 1 vector and inputs
it into the correction sub model e; for correction;

(4) All sub models in the correction model set E,; are used to correct the VIT — 1
vector in turn, and vote after all correction results are counted;

(5) Output the final correction mark of the whole. When the mark is equal to —1,
it means that there is a mistranslation of this grammar; When the tag is equal to 1, the
syntax is correct.

3 Application Result Analysis

Taking the corpus of an English-Chinese translation platform as an example, part of the
corpus is randomly selected as the experimental object. The selected experimental corpus
contains 10 types of grammatical mistranslation, including verb errors, abbreviation
errors, rhetorical errors, voice errors, word order, lexical errors, missing words, subject
predicate errors and multiple words. This method is used to correct the grammatical
mistranslation in the experimental corpus, Test the practical application effect of this
method.
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3.1 Preparation of Experimental Data

The experimental corpus is randomly divided into five data sets (a, B, C, D, ). The basic
information of each data set is as follows: the total number of samples in data set a is 800,
and the number of grammatical mistranslation samples is 90. The categories of gram-
matical mistranslation include abbreviation error, multi word, voice error, verb error,
missing word, subject predicate error and vocabulary error; The total number of samples
in the B data set is 550, and the number of grammatical mistranslation samples is 70.
The mistranslation categories include subject predicate errors, verb errors, word order,
missing words and voice errors; The total number of samples in the C dataset is 7000, and
the number of grammatical mistranslation samples is 480. The mistranslation categories
include missing words, multiple words, word order, lexical errors, singular and plural
nouns, subject predicate errors, verb errors and abbreviation errors; The total sample
number of D data set is 3000, and the sample number of grammatical mistranslation
is 200. The mistranslation categories include verb errors, abbreviation errors, rhetorical
errors, voice errors, word order, vocabulary errors, missing words and multiple words;
The total sample number of e data set is 2000, and the sample number of grammatical
mistranslation is 460. The mistranslation categories it contains include subject predicate
errors, verb errors, abbreviation errors, rhetorical errors, voice errors, missing words,
multiple words, word order, lexical errors, and singular and plural noun errors.

3.2 Result Analysis

Through this method, the experimental data sets are preprocessed, and the grammatical
features are extracted. Then the mistranslation features in the extracted grammatical
features are detected. The mistranslation feature detection results of this method are
presented to test the effectiveness of this method. During the detection process, the
initial clustering parameter k values of the five grammar feature sample sets (A1, B1,
Cl1, DI, E1) extracted from the five experimental data sets are set to be 23, 25, 100,
45, 180 in turn. The method in this paper is used to repeat the experiments on each
feature sample set for three times, and the average value is taken as the detection result
of mistranslation features, as shown in Table 2.

Table 2. Statistics of mistranslation feature detection results of this method

Characteristic | Number of U Number of
sample set final value | mistranslation
number clusters/piece features/piece
Al 35 0424 | 2

B1 24 0.561 | 1

Cl 115 0.416 | 10

D1 52 0483 | 4

El 184 0.220 | 8
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By analyzing Table 2, it can be concluded that this method can realize the detec-
tion of grammatical mistranslation features. The number of grammatical mistranslation
features detected in each grammatical feature sample set is very close to the number of
mistranslation categories in the corresponding data set. It can be seen that this method
has a good effect on the detection of mistranslation features.

In order to further test the mistranslation feature detection ability of this method and
improve the reliability of the experimental results, this method is used to re implement
10 detection experiments on 5 grammar feature sample sets, and the comprehensive
detection accuracy (PR), detection rate (DR) and F1 value of this method are counted to
verify the mistranslation feature detection performance of this method. The statistical
results are shown in Fig. 1.

Test the clustering convergence time in the process of detecting mistranslation fea-
tures in each grammar feature sample set. Take three experiments as examples, and the
test results are shown in Fig. 2.

It can be seen from Fig. 1 and Fig. 2 that the detection rate, accuracy and F1 value of
the mistranslation feature of the method in this paper are high. The amount of data in the
data set has little impact on the detection performance of the mistranslation feature of the
method in this paper, and has a relatively large impact on the clustering convergence time
in the detection process. The clustering convergence time of the method in this paper is
relatively similar for the same sample set in the three experiments. On the whole, The
comprehensive performance of this method is ideal.

Z .

Al Bl Cl D1 El
Sample set No.

Fig. 1. Performance statistics of mistranslation feature detection of this method

—£2-First experiment

-@—Second experiment
80~ —a Third experiment

100~

Al B1 C1 DI El
Sample set No.

Fig. 2. Clustering convergence in mistranslation feature detection of this method
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Table 3. Translation accuracy correction results of different algorithms

Correction algorithm Translation accuracy correction results
Paper method Total amount of English text resources
integration

Improved generalized maximum likelihood ratio | Total amount of English text resources

detection algorithm integration
English translation online platform Total amounts of English text resources
integration
Translation given by the teacher Total amount of English text resources
integration
1000 20000

Mistranslation grammar

800 @ Correct grammar

— 16000
12000
8000

4000

sodwes Jo roquinu 302110

Number of mistranslation samples

Dataset number

Fig. 3. Correction results of grammatical mistranslation of this method

In order to further prove the superiority of the proposed method, the improved gen-
eralized maximum likelihood ratio detection algorithm, the English translation online
platform, and the correction results of the proposed method are compared with the trans-
lation given by the teachers. The translation of Literary works with errors: Total amounts
of English text resources integration, as shown in Table 3.

It can be seen from Table 3 that the improved GMLR detection algorithm clears the
complex s of the total amount, but does not clear the complex s of the resources. Similar
to the online platform of English translation, the system does not clear the plural of the
total amount, but the plural of resources. The proposed method corrects all errors in the
translation of the Literary works correctly, and clears the plural of two words. The result
is the same as the translation given by the teacher, and the recognition accuracy reaches
more than 98%, which shows the superiority of the proposed method in the correction
of translation accuracy.

Based on the above experimental results, this method corrects the syntax mistrans-
lation in each data set, and the final correction results are shown in Fig. 3.

It can be seen from Fig. 3 that this method can correct the translation accuracy of
Literary works. After correction, this method can effectively distinguish correct grammar
from mistranslated grammar. The number of mistranslated grammar samples of the five
experimental data sets corrected by this method is 89, 71, 476, 198 and 458, which is
very close to the actual number of mistranslated grammar samples of each experimental
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data set, The correction accuracy of grammatical mistranslation can reach more than
98%, which shows that this method has high grammatical mistranslation correction
performance, can correct the translation accuracy of Literary works with high accuracy,
and the practical application effect is very ideal.

4 Conclusion

The quality of English-Chinese translation text has a direct impact on the application
of scholars. Therefore, this paper proposes a semi-supervised learning-based correction
method for the accuracy of translation of Literary works. Through preprocessing the
collected translation data of Literary works, the TF-IDF algorithm is used to extract
grammatical features from the preprocessed translation data of Literary works to form
a sample set of grammatical features. The mistranslation features are identified through
semi supervised learning method, and a mistranslation correction model is generated
according to the detected mistranslation features to correct the grammatical mistransla-
tion in the input translation text set of Literary works. The experimental results show that
the proposed method can detect grammatical mistranslation features, and the number
of grammatical mistranslation features detected in each grammatical feature sample set
is almost consistent with the number of mistranslation categories in the corresponding
data set. It has a high mistranslation feature detection rate, accuracy and F1 value, and
has a good comprehensive detection effect; It can effectively distinguish mistranslated
grammar from correct grammar through grammar mistranslation correction. The overall
correction accuracy exceeds 98%, and the correction performance is stable and reliable.
It has high practical applicability. It can reduce the mistranslation rate of English lan-
guage Literary works, improve the accuracy and quality of translation, and provide help
for scholars’ efficient application.
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