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Abstract. With the popularity of online education and the development of infor-
mation technology, the number of learning resources on the Internet has increased
geometrically, making it often impossible for learners to obtain more accurate
learning resource recommendations. The main form of online learning for learn-
ers is watching online video courses, making good use of learners’ behavioral data
can improve the accuracy of recommended resources for them. For this purpose,
this research proposes a collaborative filtering learning resource recommenda-
tion method based on learners’ viewing behavior; Firstly, the learning resource
attributes and learners’ viewing behavior are mined to build their interest pref-
erence model. Secondly, the model is incorporated into the collaborative filter-
ing recommendation algorithm using an improved Pearson similarity calculation
method; Finally, the personalized recommendation of learning resources is com-
pleted. The experimental results show that the method improves the accuracy and
recall rate of personalized learning resource recommendations to a certain extent
compared to the traditional collaborative filtering recommendation algorithm.

Keywords: viewing behavior · learning resources · collaborative filtering ·
personalized recommendation

1 Introduction

Entering the era of Web 2.0, information technology continues to develop, and online
education has dramatically changed the way people learn, especially in the epidemic era,
when offline education cannot be carried out usually, online education has become the
choice ofmore learners. Data [3] shows that as of June 2021, the scale of online education
users in China reached 325 million, accounting for 32.1% of the overall Internet users.
Faced with the massive demand for online education and the geometric growth of online
shared learning resources, it is difficult for learners to quickly find the resources they
need, resulting in ‘information overload’ and ‘information disorientation.’
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Personalized recommendation is an information technology that recommends
resources of interest to users based on their preferences [17]. The collaborative fil-
tering algorithm is one of the more mainstream recommendation algorithms currently
in use. In the learning resource recommendation scenario, the types of resources can
be as diverse as books, articles, audio, and video. The core of the collaborative filtering
algorithm is to recommend resources based on the interests of similar users without
analyzing the resources’ attributes, so it has been widely studied in the field of learning
resource recommendation [20].

In the field of learning resource recommendation, researchers have continued to
improve the recommendation effectiveness of collaborative filtering algorithms through
various methods: Pei-Chann proposed a two-stage user based collaborative filtering
approach using an artificial immune system to predict student grades and a professor
rating filter in course recommendation for college students [11]. Salehi used attributes of
resources and learners and sequential patterns of learner access to resources in the rec-
ommendation process, introducing a learner tree (LT)while considering explicit multiple
attributes of resources, time-varyingmultiple preferences of learners, and learner evalua-
tion matrix [12]. Hao introduced relevant knowledge information into the user similarity
calculation and rating prediction of traditional collaborative filtering algorithm, which
canmake the recommendation results match the learning needs of learners [5]. Sun com-
pleted the construction of the learner-learning resource evaluation matrix by defining
scores for learners’ collecting, sharing, and downloading behaviors and their composite
behaviors [14]. Ding combined inter-learner trust with a collaborative filtering algorithm
to solve the missing data on the scoring matrix for new incoming user data [4]. Wang
used dynamic k-nearest neighbor and Slope One algorithm fused with collaborative fil-
tering algorithm to improve personalized recommendation for resources pushing using
two-way self-balancing with stage evolution [15]. Hu combines social tags from users’
external social networks and labels about learning resources from a self-collaborative
filtering system to provide recommendation to users by suggesting learning resources,
tutors, or other learners with common interests [6]. Xie applied active and passive rat-
ings to a collaborative filtering algorithm while incorporating social trust mechanisms
for learning resource recommendation [19].

However, in the online learning scenario, instructional videos are the core learning
content presentation for online courses [16]. At present, research on collaborative fil-
tering algorithm for learning resource recommendation mainly extracts learners’ likes,
favorites, and comments, compared to which learners’ viewing behaviors can better
reflect the dynamic changes of learners’ interests in learning resources. Based on actual
data from online learning platforms, this study analyzes learners’ viewing behavior,
models learners’ interest preferences, and integrates collaborative filtering recommen-
dation algorithm to improve the degree of personalization of resource recommendation
for online education.
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2 Collaborative Filtering Algorithm Incorporating Learners’
Viewing Behavior (CF-VB)

In this research, the interest preference model based on learners’ viewing behavior is
incorporated into the collaborative filtering recommendation algorithm to establish a per-
sonalized learning resource recommendation method, which is improved by introducing
a learner behavior log for the cold start problem [18] in the traditional collaborative
filtering recommendation algorithm, with the following procedure:

Step1: Based on learner behavior logs and learning resource data, mining the character-
istics of the interaction between learners and learning resources.
Step2: Modeling learner interest preferences based on the characteristics of learner
interaction with learning resources.
Step3: Based on the learner interest preference model, the weights of each factor are
calculated to generate a learner-resource scoring matrix.
Step4:Based on the learner-resource scoringmatrix, calculate the inter-learner similarity
and find the top k sets Uk = {u1, u2, …, uk} of users with the highest similarity to the
target user ui.
Step5: The candidate recommendation set En = {e1, e2, …, en} is obtained based on the
learning resources learned by users in the set Uk . Then the target user ui is predicted to
prefer the resources in the candidate set.
Step6: Based on the prediction results, Top-N personalized recommendation list are
generated.

The algorithm model architecture of this paper is shown in Fig. 1.

2.1 Modeling Learner Interest Preferences

This research’s learner interest preference modeling is mainly based on the behavioral
data generated during users’ viewing of online video courses and the primary attributes
of learning resources for the corresponding calculations.

Specifically, suppose there exist M learners, whose constitutive set of learners is U
= {u1, u2, …, uM}; There exist N learning course resources which constitute the set of
learning resources E = {e1, e2,…, eN}; For each learner ui, there is corresponding his-
torical learning record Bj

i = {ui, ej, n
j
i, o

j
i, total_count

j
i , total_time

j
i, total_local_time

j
i},

where
Bj
i denotes the historical learning record of learner ui for learning resource ej. n

j
i

denotes the number of chapters studied by the learner ui for learning resource ej. o
j
i

indicates whether learner ui is subscribed to learning resource ej. total_count
j
i denotes

the total number of views of the chapter studied in learning resource ej by learner ui.

total_timeji denotes the total duration of the course that the learner ui studied for the

learning resource ej. total_local_time
j
i denotes the actual local learning duration of

learner ui for learning resource ej; For each learning resource ej, there is corresponding
learning resource primary attribute Pj = {ej, nj, tj}, where nj denotes the total number
of chapters of learning resource ej. tj denotes the total duration of the course for learning
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Fig. 1. Collaborative filtering recommendation algorithmmodel architecture incorporating learn-
ers’ viewing behavior.

resource ej. This studyuses learners’ historical learning records and the primary attributes
of learning resources to mine learners’ learning interest preferences and build a model
of learners’ interest preferences.

The traditional approach to modeling user interest preferences considers that user
interest preferences for video resources are proportional to the number and length of
time users watch the resources [7], and this approach, which only considers a single
user behavior, does not make full use of user behavior data and is insufficient to provide
feedback on users’ valid dynamic interest preferences. Therefore, this research defines
five influencing factors that adequately describe learner interest preferences.

Define the subscription factor α based on whether a learner subscribes to a learning
resource:

α =
{
0, oji = false

1, oji = true
(1)

where α indicates whether the learner ui has subscribed to the learning resource ej, and
takes the value of 1 if it has, and 0 if it has not.

Define a frequency impact factor β based on the average number of times a learner
views a chapter studied by a learning resource:

β = total_countji
nji

(2)

where β denotes the average number of times learner ui watched each chapter studied in
learning resource ej. The larger β is, the more interested learner ui is in learning resource
ej.
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Define a time adjustment factor γ based on the average duration a learner spends on
a given learning resource:

γ = total_timeji
tj

(3)

where γ denotes the ratio of the total course duration studied by learner ui for learning
resource ej to the total resource duration of learning resource ej. The larger γ is, the
more interested learner ui is in learning resource ej.

Define the frequency impact factor δ based on the number of chapters studied by the
learner for a given learning resource:

δ = nji
nj

(4)

where δ denotes the ratio of the number of all chapters studied by learner ui to the total
number of chapters of learning resource ej. The larger δ is, the more interested learner
ui is in learning resource ej.

Define a rate impact factor θ based on the average viewing rate of learners for a
given learning resource:

θ = total_local_timeji
total_timeji

(5)

where θ denotes the inverse of the overall viewing rate of learner ui for learning resource
ej. The larger θ indicates that learner ui is more interested in learning resource ej.

After calculating the above five interest preference factors based on learner ui’s
viewing behavior for learning resource ej, the entropy weighting method [2] was intro-
duced to describe the relative importance of each factor due to the different degrees of
learner preference for learning resources that each factor can show, resulting in different
degrees of contribution to the final rating items. By calculation, the weights correspond-
ing to each factor are shown in Table 1, where ωx denotes the weight assignment of the
corresponding factor.

Based on the above analysis, the final learner interest preference, the learner’s rating
of the learning resource rij, can be obtained with the following formula.

rij = α × ωα + β × ωβ + γ × ωγ + δ × ωδ + θ × ωθ (6)

Table 1. Learner interest preference factor weights.

Influencing Factor Weight Distribution Value

α ωα 0.211

β ωβ 0.222

γ ωγ 0.160

δ ωδ 0.202

θ ωθ 0.205
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where rij denotes the rating of learner ui on learning resource ej, α, β, γ , δ, and θ fully
consider the real learning viewing behavior of learners, which corrects the traditional
user interest preference modeling from different perspectives and improves the accuracy
of the interest preference model.

2.2 Learner-Resources Rating Matrix

AnM×N order learner-resources rating matrix is created based on the learner’s interest
preference ratings for the learning resources:

e1 e2 · · · en
u1
u2
...

um

⎛
⎜⎜⎜⎝

r11 r12 · · · r1n
r21 r22 · · · r2n
...

...
...

...

rm1 rm2 · · · rmn

⎞
⎟⎟⎟⎠

where the rows denoteM learners, the columns denote N learning resources, and the rij
in the matrix represents the rating of resource ej by learner ui.

2.3 Similarity Calculation

2.3.1 Traditional Similarity Calculation

In collaborative filtering recommendation algorithm, the choice of the similarity formula
has a significant impact on the accuracy of the recommendation results [10]. Cosine
similarity uses the cosine of the angle between two vectors to measure similarity, the
smaller the angle between two vectors, the higher the similarity [13], this approach is not
sensitive to scoring data, it focuses too much on the angle between vectors and ignores
the length of the vectors; Jaccard similarity is obtained using the common rating term
betweenusers divided by the concurrent set of inter-user rating terms [8],which considers
only the number of common ratings of two users, without considering the absolute
ratings, and is only applicable to the set represented by Boolean vectors; The Pearson
correlation coefficient expresses the similarity of users in terms of linear correlation
between vectors and is centralized.

Sim(u, v) =
∑

k∈Iu∩Iv (ruk − μu) ∗ (rvk − μv)√∑
k∈Iu∩Iv (ruk − μu)

2 ∗
√∑

k∈Iu∩Iv (rvk − μv)
2

(7)

where ruk denotes learner u’s rating of learning resource k, and μu denotes the mean of
learneru’s rating of all resources.Comparedwith cosine similarity and Jaccard similarity,
Pearson similarity is more accurate [22]. Therefore, this research chooses the Pearson
correlation coefficient as the basis of similarity calculation.

2.3.2 Improved Pearson Similarity Calculation

It can be seen from Eq. (7), that due to the large sparsity of the scoring matrix in the
recommendation system, the existence of learner u and learner v with fewer common
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scoring items and exactly satisfying the similarity of 1will lead to fewer common scoring
items among the neighborhood learners who are entirely positively correlated with each
learner, which eventually leads to inaccurate recommendation results. Therefore, this
research will introduce a penalty factor ε for the popular term and a penalty factor η for
the common scoring term for correction.

For example, in news and information recommendation systems, almost everyone
tunes in when a popular news item appears, and this is also true in the online education
field [9]. To reduce the problem of the small contribution of popular resources to the
Pearson similarity calculation, a penalty factor ε for popular terms is introduced as
follows.

ε = 1

log(1 + C(e))
(8)

where C(e) denotes the number of times learning resource e is scored in the scoring
matrix.

To reduce the impact of fewer learner co-rated items [1] on the Pearson similarity
calculation, the introduction of a co-rated item penalty factor η as follows.

η = min(|c(u) ∩ c(v)|, ϕ)

ϕ
(9)

where |c(u) ∩ c(v)| represents the intersection of the learning resources that learner u and
learner v have studied.

The improved Pearson similarity formula with introducing a penalty factor ε for the
popular term and a penalty factor η for the common scoring term is as follows.

Sim(u, v) = η

∑
k∈Iu∩Iv ε(ruk − μu)(rvk − μv)√∑

k∈Iu∩Iv (ruk − μu)
2
√∑

k∈Iu∩Iv (rvk − μv)
2

(10)

2.4 Recommendation

Based on the set of K-nearest neighborhood learners Suk = {u1, u2, …, uk} with the
highest similarity to the target learner u, the candidate recommendation resource set En

= {e1, e2, …, en} is obtained. The formula for predicting the target user u’s rating of
each resource in the candidate recommended resource set En is as follows.

rui
∧ = ru +

∑
v∈Suk∩Nu(i) sim(u, v)(rvi − rv)∑

v∈Suk∩Nu(i) sim(u, v)
(11)

where rui
∧

denotes learner u’s predicted rating of learning resource i, ru denotes the mean
of all resources rated by learner u, and Nu(i) denotes the set of learners who have ratings
for learning resource i. Finally, based on the predicted scores of the target learner u, the
Top-N learning resource recommendation can be completed.
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Fig. 2. Distribution of the number of resources selected by learners.

3 Experiments

3.1 Experimental Data

The experimental data used MOOC Cube, an open data repository published by
ACL2020 [21], containing 706 real online courses, 38,181 instructional videos, 114,563
concepts, and hundreds of thousands of course selection and video viewing records from
199,199 MOOC users on the XuetangX. From this study, 26,292 courses selection and
behavioral information of 2,761 learners were randomly selected as experimental data,
which included 480 courses. The corresponding number of course selections by learners
is shown in Fig. 2. The experimental data was divided into a training set and a test set in
a ratio of 4:1.

3.2 Evaluation Indicators

This research adopts the method of offline measurement. In order to verify the recom-
mendation effect, this paper chooses Precision and Recall to test the data in the test set.
The calculation formula is as follows.

Precision =
∑

ui∈U |R(ui) ∩ T (ui)|∑
u∈U R(ui)

(12)

Precision =
∑

ui∈U |R(ui) ∩ T (ui)|∑
u∈U T (ui)

(13)

whereR(ui) denotes the recommended list of learning resources recommended for learner
ui, and T (ui) denotes the resources actually learned by learner ui.

3.3 Experimental Results

This experiment conducts simulation experiments on the algorithm, during which the
values of ϕ in the penalty factor η for the common scoring term are first experimented



Collaborative Filtering of Learning Resources Recommendation 751

Table 2. Influence when ϕ values change.

ϕ Precision Recall

3 0.212 0.347

4 0.232 0.412

5 0.237 0.431

6 0.220 0.282

7 0.217 0.311

8 0.215 0.288

9 0.209 0.251

10 0.205 0.261

Fig. 3. Comparison of Precision with different numbers of neighbouring users.

with, setting the initial ϕ to 3, the step size to 1, and the maximum ϕ value to 10. Table 2
reflects the effect of ϕ values on the recommendation results.

It can be seen that the experiment achieved better-recommended results when ϕ =
5, so in the subsequent experiments of this study, ϕ will be set to 5.

During the experiments, the Top-N algorithm was used with a recommendation
list length of 5 to explore the Precision and Recall of Top K numbers of neigh-
boring users. The collaborative filtering algorithm that incorporates learners’ viewing
behavior (CF-VB) was compared with the traditional collaborative filtering algorithm
(TRADITIONAL-CF) in terms of Precision and Recall in a comprehensive manner. The
experimental results are shown in Fig. 3 and Fig. 4.

Precision describes the number of samples whose recommendations are true as a
proportion of the length of the recommendation list for predicted results. From Fig. 3,
we can see that the Precision of the traditional collaborative filtering recommendation
algorithm fluctuates less with the increase of K value, and the optimal value is not
obvious. The precision of CF-VB rises and then falls, reaching a maximum around K
= 150, and is overall higher than that of traditional collaborative filtering algorithms;
Recall describes the number of samples for which the recommendation turned out to be
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Fig. 4. Comparison of Recall with different numbers of neighbouring users.

true as a proportion of the sample length of the test set for the original sample. As can
be seen from Fig. 4, the overall Recall of the algorithm in this paper is higher than that
of the traditional collaborative filtering algorithm. Overall, the collaborative filtering
recommendation algorithm that incorporates learners’ viewing behavior outperforms
traditional collaborative filtering recommendation algorithm.

4 Conclusions

Currently, in the field of learning resource recommendation, there is a lack of explicit
ratings similar to movie ratings and product reviews, and teaching videos are the core
medium for learners to learn online, so it is even more important to use learners’ viewing
behavior data to make personalized recommendations for this situation. The collabora-
tive filtering recommendation algorithm based on learners’ viewing behavior mainly
uses behavioral log files to extract implicit expressions of learners’ interests through
their viewing behavior, and the construction of a learner-learning resource rating matrix
is key to the recommendation. The effectiveness of the algorithm has been demonstrated
through experimental comparisons, and the accuracy of learning resource recommenda-
tion has been improved. However, the algorithm in this study also has certain limitations.
In practical applications, the behavioral data must first be obtained before the calculation
can be carried out, and further research is needed for the real-timeof the recommendation.
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