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Abstract. With the development of social networks, information on social plat-
forms is exploding. However, Plenty of rumors have also appeared on social plat-
forms, which significantly affect social stability. To reduce the harm of rumors,
we design and implement an automatic rumor detection system. In this system,
we propose a new rumor detection method based on opposite meaning searching.
This method constantly searches pairs of messages with opposite meaning in same
event, and conducts rumor detection on them. The core of our system consists of
two modules: content understanding module and opposition analysis module. In
the content understanding module, the system extracts summaries and keywords
of messages and stores them in the database to enhance the subsequent detection
effectiveness of the system. In the opposition analysis module, the system judges
whether the meanings of the summaries are opposing and finds the message that is
a rumor among the pair of messages with opposite meanings. If a pair of messages
from the same event have opposite meanings, one of them is very likely to be a
rumor, so by finding a pair of messages with opposite meanings, the system can
detect rumors more efficiently and accurately, and the detection results are more
interpretable.
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1 Introduction

In recent years, with the rapid development of the Internet, social networks are also
being widely used by more and more people. As of December 2021, the number of
Chinese Internet users has reached 1.032 billion, with an Internet penetration rate of
73.0% [3]. The huge number of users means an explosion of information growth in
social platforms. However, in an Internet environment where everyone can say whatever
they want, the quality of information on social platforms cannot be guaranteed. Rumors
can easily spread on social platforms. According to a report from China [21], more than
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a third of the top stories on Weibo contain fake information. The spread of rumors can
increase social instability and be a great danger to society [20]. Therefore, it is of great
importance to research the method of rumor detection.

In previouswork, the detection of rumors is generally implemented by adeep learning
model [2, 8, 9, 19]. The detection process of this model is also often limited to focusing
only on the content features of the message itself [4]. With this model, each message
needs to be fed into the model independently for detection, which reduces the efficiency
of rumor detection, while the features of the message content are limited, resulting in
a limited correct rate of the detection [7]. In this paper, we design and implement an
automatic rumor detection system based on opposite meaning searching. It does not
perform direct rumor detection for all messages, but finds two messages with mutually
opposite sentences meaning in advance, and then detects them. Its validity is based
on the assumption that if there are two opposite messages about the same event in a
social network, then one of the opposite messages is very likely to be a rumor. Based
on this assumption, our system categorizes messages on social platforms by event and
continuously tries to search for semantically opposite pairs of messages for the same
event, and then conducts rumor detection on these two messages.

2 System Design

2.1 Overview of the System

In our design, the system is designed to be used by social platforms. The social platforms
submit messages posted by users on their platforms over a period of time to the system
through the front-end page, and the system uses its own database to detect the submitted
messages completely and returns the detection results to the social platforms. As shown
in Fig. 1, the system can be divided into two parts: the content understanding module
and the opposition analysis module.

Fig. 1. System framework
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2.2 Content Understanding Module

In the content understanding module, the main function to be implemented in the sys-
tem is to understand and summarize the content of the input original message so that the
subsequent opposition analysis module canwork properly and efficiently. From the com-
plete architecture of the system, we can see that the purpose of content comprehension
is to improve the accuracy of judging whether a pair of messages has opposite syntactic
meaning. In our system, judging whether a pair of messages has opposite meanings is
mainly implemented by calculating text similarity and analyzing semantic roles. In social
networks, message contents are usually rich and the syntactic structure is complex, so if
the text similarity is calculated by the original two messages directly, the result will be
disturbed by some insignificant details. Therefore, it is necessary to extract the summary
of the original text, and consider the meaning that the summary wants to express as the
meaning of the original text. In addition, the number of messages on social networks is
very large, and if every two texts have to be compared in terms of sentence meaning, it
will bring unacceptable time consumption and reduce the accuracy of the model. In the
system, we restrict the scope of message pairwise comparisons to the same event and
use keywords as a method to determine that the message content belongs to a certain
event. Only if two messages have almost the same keywords, these two messages can
be considered to describe the same event.

Therefore, we designed the content understanding module with two functions,
namely, generating text summary and extracting text keywords. As shown in Fig. 2, these
two functions do not depend on each other and can be run in parallel, thus improving the
efficiency of the model. In the text summary generation part, we use Transformer [1] to
generate a generative summary, which takes the Original message as input, understands
and analyzes the text meaning, and generates a summary. In the keyword extraction part,
we use the Textrank algorithm [10] to efficiently extract the keywords from the text.
After obtaining the text summary and keywords, we store both together with the original
message in a database table specifically for storing the original message, text summary,
and keywords for future use in the opposition analysis module.

2.3 Opposition Analysis Module

In this module, we focus on the implementation of determining whether the respective
meanings of a pair of messages are opposite to each other. Specifically, the logical
process of determining whether a pair of messages has opposite meanings in the system
is as follows.

1) Judging whether two messages describe the same event details. Limiting the scope
of comparison only by the extracted keywords in the content understanding module
can only ensure that the messages belong to the same event, but the single event also
has a wide range of details, and it is meaningless to compare the meanings of two
messages oriented to different details.

2) Determine whether the respective meanings of two messages are similar. If the
meanings of the two messages are similar, it can be concluded that the meanings of
the twomessages are not opposite. However, if the semantics are not similar, because
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Fig. 2. Content understanding module structure

there is an inaccuracy in the precedingmodel, it cannot be directly determined that the
meanings are opposite, and the semantic role analysis is needed to further determine.

3) Semantic role analysis. The system divides the semantic roles of the two messages
and obtains the semantic role composition of each of the two messages, such as
subject, object, predicate, etc. The system compares the semantic roles of the two
messages, and only when they fit the rules set in the system can the two messages
be considered as having opposite meanings.

After finding a pair of messages with opposite meanings, the system inputs the pair
of messages into a rumor detection model, obtains the probability that each of the two
messages is a rumor, and considers the message with the higher probability as a rumor,
clears the data of the rumormessage from the database and generates the detection result.

2.4 Design for Multiple Social Platforms

In our design, the system is not limited in connecting to a single social platform, but
accepts messages from multiple social platforms. Therefore, the system is not designed
for the citizens of a single social platform, but for all social platforms. Social platform
administrators log in on the front-end page of the system and upload the message data
of users on their platforms for the system to detect. The reason for the multi-platform
design of the system is to expand the scope of data acceptance and enrich the content
of the system’s internal database. The portraits of users on different social platforms
are different, thus the content posted on different platforms also has differences. Such
differences will be more conducive to the search of opposite meaning message pairs and
have a great improvement on the ability of rumor detection.
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3 Implementation of the System

3.1 Content Understanding Module

According to the design of the content understanding module, in the concrete imple-
mentation, we need to implement the two functions of text summarization and keywords
extraction by twomodels respectively. These twomodels process themessages in parallel
in the framework we designed.

When implementing the text summarization function, we choose a generative sum-
marization model in order to ensure the generalization ability and the relative uniformity
of the syntactic structure of the summary [18]. Specifically, we use a Transformer model
to implement this seq2seq transformation from the original message to the message
summary. We set the model parameters of the Transformer: the number of encoder and
decoder layers is 12, the output depth of encoder and decoder is 768, the number of heads
of multi-headed attention is 12, and the depth of the hidden layer of the feedforward
network is 3072. To avoid overfitting, the dropout method is also added to our model,
and the dropout rate is set to set to 0.1. The Adam optimizer was used to optimize the
parameters in the model training. Finally, we set the maximum length of the output
summary to 36 to ensure that the summary content is short enough.

In the implementation of the keywords extraction function, we use the Textrank
algorithm, which is inspired by the PageRank algorithm [11]. It constructs the text as
a directed graph and calculates the importance of each node in the graph. Specifically
for the keywords extraction task, the system divides the original message into words
through the Jieba library [14] in Python. Each word after word segmentation is then
acted as a node of the directed graph. The algorithm exploits the idea of n-gram to define
edges, which means that the node of a word has only two opposite directional edges with
the n-words in its vicinity. After constructing the directed graph, the system iteratively
calculates the importance of nodes using Eq. (1), where S(Vi) denotes the importance
of node Vi, which can be initially set to 1. d is the damping factor and is set to 0.85.
In(Vi) denotes the node corresponding to the in-degree of node Vi, and Out(Vj) denotes
the point corresponding to the out-degree of node Vj in the directed graph. After the
algorithm finishes running, the system selects the n(n = 5) node words with the highest
importance as the keywords of the message.

S(Vi) = (1 − d) + d ∗
∑

j∈In(Vi)

1

|Out(Vj)|S(Vj) (1)

3.2 Opposition Analysis Module

As shown in Fig. 1, in the opposition analysis module, the system needs to imple-
ment syntax-based text similarity calculation, semantic-based text similarity calculation,
semantic role annotation and set the rules that semantic roles should satisfy.

In the syntax-based text similarity calculation, we call the function about calculating
text similarity in the xmnlp library [17] in Python. It can represent the original text as
a sentence vector using the model in the library. The system then calculates the cosine
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similarity for each of the two text’s sentence vector as the syntax-based similarity of the
two texts [16].

For the implementation of the semantic-based text similarity computation and seman-
tic role annotation, the system directly calls the relevant functions in HandLP library
[6] in Python, which is a multilingual natural language processing toolkit for production
environments that pre-trains dozens of models on more than a dozen tasks. With the
models in this library, the system can accurately and efficiently implement the tasks of
semantic-based text similarity computation [13] and semantic role annotation [12].

After finishing semantic role annotation, the words in the original text are divided
into different roles, such as subject, object, predicate, gerund, etc. In order to improve
the accuracy of the opposition analysis module, the system sets a series of restriction
rules for the semantic roles of messages with opposite meanings, such as the need to
ensure that the subject of the two messages is similar, or the object is similar, etc. Only
when the semantic role rules set by the system are satisfied, the pair of messages can be
considered to be of opposite meanings.

In the opposing analysismodule, the abovementioned functions are executed sequen-
tially to judge whether a pair of messages have opposite meanings. If a pair of mes-
sages has opposite meanings, they are fed into the rumor detection model [15] to obtain
the probabilities that each is a rumor, and the message with the higher probability is
considered to be a rumor. Following is the pseudo code of the whole module.

Begin 

Sim_on_Structure = xmnlp.CalSimilarity(text1, text2) 

if Sim_on_Structure > threshold: 

Sim_on_Mean = hanlp.CalSimilarity(text1, text2) 

if Sim_on_Mean > threshold2: 

same_meaning_ops() 

else: 

s1, s2 = Semantic_roles_annotation(text1, text2) 

if meet_rules(s1, s2): 

else: 

else: 

No_processing() 

End. 
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Fig. 3. Process of user operation

3.3 System Integration

After finishing the implementation of two important modules, we need to integrate the
parts of the implementation into a complete system. When the modules are combined,
we add control logic to the system to ensure a stable sequence of calls between modules.
At the same time, we connect the system to MySQL database to implement the database
storage of text summary and keywords. Finally, we built the front-end page for users
to access through Vue.js framework. Users can submit the message data to be detected
and get the detection results in the front-end page we built. Figure 3 shows the operation
process of the user.

4 Conclusions

Currently, the widespread spread of rumors on social media has brought many nega-
tive effects to society [5]. In order to reduce the spread of rumors from the root, we
designed and implemented an automatic rumor detection system based on opposite
meaning searching by using various machine learning and deep learning models. The
system contains two modules: content understanding module and opposition analysis
module. In the content understanding module, our system extracts summaries and key-
words from the original messages by two models in parallel in order to enhance the
effectiveness of the subsequent module. In the contrastive analysis module, our system
serially conducts similarity calculation and semantic role annotation on a pair of text
summaries, and finally makes a judgment whether the meanings are opposite or not, and
feeds the summary pair with oppositemeanings into the rumor detectionmodel. Through
experiments, our system can implement the function of automatic rumor detection more
accurately and has the practical significance.

In this paper, the effective operation of the system is based on the assumption that
in social networks, if there are two opposite messages for the same event, then one
of the opposite message pair is likely to be a rumor. Based on this assumption, our
system constantly tries to find such a pair of messages with opposite meanings, and then
conducts rumor detection on this pair of messages. While past rumor detection models
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tend to focus only on the content features of a message itself, our system introduces
the influence of other messages with opposite meanings that exist in the social network.
This is one of the biggest innovations of our system, which improves the accuracy and
efficiency of rumor detection and makes rumor detection more automated, intelligent
and interpretable.
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