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Abstract. The healthy and sustainable development of the higher education sys-
tem is of great significance to the progress of a country. Based on public data, this
paper uses topsis model based on entropy weight method, simulated annealing
algorithm, bp neural network algorithm, fuzzy comprehensive evaluation, estab-
lishes a model set, and analyzes different problems. Besides, we also carried out a
sensitivity analysis to increase each indicator byin countries other than the policy
suggestion country, and then evaluated through our evaluation model. The results
showed that our policy model has good stability.
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1 Introduction

1.1 Problem Background

Higher education, at the highest level of the education sector, plays a guiding role in the
direction of education. [1] Building a higher education system is a problem that every
country pays close attention to. At this stage, every country is committed to establish-
ing a healthy and sustainable higher education. The education system [2] not only has
industrial value but also has the value of providing high-level talents for the country’s
economic development. Therefore, it is particularly important to measure and evaluate
the health of a country’s higher education system [3].

In this paper, we need to establish a model to analyze the health of the higher
education [5] system [3], and give appropriate policies to gradually transition from the
current state to the ideal state. Of course, we have to admit that the policy change is Very
difficult.
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2 TOPSIS Comprehensive Evaluation Model Based on Entropy
Method

2.1 Model Establishment

2.1.1 Mathematical Model of Entropy Method

We use the mathematical model of entropy method for data processing. Entropy method
[5] refers to a mathematical method used to judge the degree of dispersion of an index.
The greater the degree of dispersion, the greater the impact of this indicator on the
comprehensive evaluation. According to this principle, we use entropy method to assign
weight to each indicator, the steps are as follows:

Assuming that there are n objects to be evaluated, the normalizationmatrix composed
of m evaluation indicators (which have been normalized) is as follows:

X =

⎡
⎢⎢⎢⎣

x11 x12 · · · x1m
x21 x22 · · · x2m
...

...
. . .

...

xn1 xn2 · · · xnm

⎤
⎥⎥⎥⎦ (1)

Then, the standardized matrix is recorded as each element in Z, Each element in Z:

zij = xij/

√√√√
n∑

i=1

x2ij (2)

We calculate the probability matrix pij, the calculation formula of each element pij
is as follows:

pij = zij/
n∑

i=1

zij (3)

It is easy to verify:
∑n

i pij = 1 that is to ensure that the probability corresponding to
each indicator is 1.

For the i-th indicator, the calculation formula of its information entropy is:

ej = − 1

ln n

n∑
i=1

pij ln(pij)(j = 1, 2, · · · ,m) (4)

Wi = di/
m∑
j=1

di(j = 1, 2, · · · ,m) (5)

2.1.2 Comprehensive Evaluation of TOPSIS

TOPSIS comprehensive evaluationmethod [6] is a decision-makingmethod in themulti-
objective decision-making analysis of limited schemes in the system.Thismethodhas the
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characteristics of simple calculation, reasonable results, and more flexible application.
It can be used in the comprehensive evaluation of national higher education health Sort
the results.

⎛
⎜⎜⎝

x11 x12 · · · x1m
x21 x22 · · · x2m
. . . . . . . . . . . .

xn1 xn2 . . . xnm

⎞
⎟⎟⎠ (6)

In order to eliminate the influence of different dimensions on the evaluation results,
and to compare multiple indicators of evaluation under the same dimension system, it is
necessary to normalize the original data. The processing method is:

zij = xij/

√√√√
n∑

i=1

x2ij (7)

i = 1, 2, · · · n j = 1, 2, · · ·m

2.2 Application of the Model

2.2.1 Evaluation of the Education Systems

We use the comprehensive evaluation based on entropy weight method and TOPSIS,
and use MATLAB to get the following results (Tables 1 and 2).

From the comprehensive ranking and topsis scores in the table, it can be seen that
the higher education system [7] in the United States is the most healthy, followed by
Denmark and Japan, followed by China and India. It can be seen from the results that
both India and China’s higher education systems [8] have improved, because China’s
international influence has increased in recent years, and its role in the international
arena has become more and more important. Here we can think that China is countries
with room for improvement in the higher education system.

Table 1. The weight ratio of each indicator

Country USA Japan China India Denmark

Total ranking 1 3 4 5 2

Topsis score 0.4264 0.1461 0.1312 0.0994 0.197

Table 2. TOPSIS ranking and score

A B C D E F G

0.1003 0.1239 0.0407 0.2866 0.0209 0.3359 0.0917



Evaluation of Higher Education System by TOPSIS 1237

The ranking results are consistent with the evaluation results of the existing authori-
tative literature, indicating that our evaluation model can objectively evaluate the higher
education systems of various countries.

3 Neural Network Prediction Model

3.1 Model Overview

Suppose the input layer of the BP network has n nodes, the hidden layer has q nodes,
and the output layer has m nodes. [9] The weight between the input layer and the hidden
layer is vjk , and the weight between the hidden layer and the output layer iswjg, as shown
in picture. The transfer function of the hidden layer is f1(x), and the transfer function of
the output layer is f2(x), then the output of the hidden layer node is (write the threshold
into the sum term) [10]:

The output of the output layer node is:

zk = fi

(
n∑

i=1

vkixi

)
k = 1, 2, · · · , q (8)

The output of the output layer node is: (Original figure)

yi = f2
(∑n

i=1
wjkzk

)
j = 1, 2, · · · ,m (9)

Modeling and simulation use matlab to predict the data and regress the fitted value to
the true value. The higher the goodness of fit, the better the fit. According to the results
in the Fig. 1, it can be seen that only used for bp neural network to process data, the
goodness of fit is low, and the data fitting effect is not good. We need to further optimize
the bp neural network model.

Fig. 1. BP network structure with single hidden layer.
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3.2 Simulation Optimization Based on Simulated Annealing (SA-BP Neural
Network)

About model optimization (SA-BP neural network):
Because the BP neural network [10] is easy to fall into the local optimal solution, the

final value has a large gap with the actual situation. In addition, due to the complexity of
the algorithm, the convergence speed of the bp neural network is slow. Use the simulated
annealing algorithm to optimize the bp neural network [11], which makes the conver-
gence speed faster and the simulation effect better. Compared with traditional methods
such as wavelet and empirical mode decomposition, the BP neural network optimized
based on the simulated annealing algorithm has stronger multi-dimensional function
mapping capabilities, that is, theoretically, the BP neural network can approximate any
nonlinear function, and it has stronger generalization ability, and ismore suitable for pro-
cessing non-linear and non-stationary realization monitoring data [12]. However, the BP
neural network uses the negative gradient direction when updating the network weights.
When facing the actual high-dimensional surface optimization, the convergence speed
is slow, and it is easy to fall into the local minimum. The Simulated Annealing (SA)
algorithm has global search capabilities. It can converge to the global optimal solution
through multiple iterations. Therefore, using the SA algorithm to optimize the weights
and thresholds of the BP neural network can obtain the global optimal solution while
improving the convergence speed of the BP neural network.

Modeling and simulation based on the SA-BP neural network, we then use matlab
to simulate and predict the data.

3.3 Prediction of the State of the Higher Education System

Data selection: we used the BP neural network to predict the proportion of education
investment in GDP and the number of students in school. We used the situation of China
from 1991 to 2018 as a data set. We made full considerations when choosing. According
to the analysis of China’s education data in 2020, it is clear that before 1991, there
were a series of political and economic factors that led to greater changes in education
levels. During 2019 and 2020, [3] education was caused by the impact of the new crown
pneumonia. The career has also been impacted to a certain extent. Therefore, in order to
make the model better applicable to the future situation, we choose the education data
from 1991–2018 as the sample, and the ratios of the training set, validation set, and test
set are 0.7 and 0.15 respectively. When analyzing the results, our model can fit well and
the forecast is accurate. Result: We found that with the increase in education funding,
the amount of change in the number of students in higher education will not always
increase, but with the increase in investment, it will first increase, then decrease, and
then stabilize (Figs. 2 and 3).
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Fig. 2. Result (Original figure)

Fig. 3. The relationship between educational investment and the growth and change of the number
of Chinese college students

4 Conclusion

A Topsis evaluation model based on the entropy method is established to evaluate the
health and sustainability of higher education in the country. Five countries with different
levels of education are selected fromChina, theUnitedStates, Japan, India, andDenmark.
In the end, we chose China as a country with room for improvement in the higher
education system.
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We build the SA-BP neural network model to predict the implementation level of the
policy by the number of students in higher education. And establish a fuzzy comprehen-
sive evaluation model to evaluate our policies and determine the score to be [80 85 83 87
89 92]. The overall performance of the policy is good, which confirms the effectiveness
of our policy.
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the source,
provide a link to the Creative Commons license and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.
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